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Preface

Data scientists working on productionizing machine learning workloads face a breadth of challenges
at every step owing to the countless factors involved in getting ML models deployed and running. This
book offers solutions to common issues, detailed explanations of essential concepts, and step-by-step
instructions to productionize ML workloads using the Azure Machine Learning service. You'll see how
data scientists and machine learning engineers working with Microsoft Azure can train and deploy
ML models at scale by putting their knowledge to work with this practical guide.

Throughout the book, you'll learn how to train, register, and productionize ML models by leveraging
the power of the Azure Machine Learning service. You'll get to grips with scoring models in real time
and batch, explaining models to earn business trust, mitigating model bias, and developing solutions
using an MLOps framework.

By the end of this Azure machine learning book, you’ll be ready to build and deploy end-to-end ML
solutions into a production system using AML for real-time scenarios.

Who this book is for

Machine learning engineers and data scientists who want to move to ML engineering roles will find this
AMLS book useful. Familiarity with the Azure ecosystem will help you understand the concepts covered.

What this book covers

Chapter 1, Introducing the Azure Machine Learning Service, introduces the basic concepts of the Azure
Machine Learning (AML) service. You will create an AML workspace, create a compute instance,
and connect AML to VS Code for further development in later chapters.

Chapter 2, Working with Data in AMLS, covers how to work with data in AMLS. In particular, you
will learn how to load data, save data as datasets, and use datasets in later development projects.

Chapter 3, Training Machine Learning Models in AMLS, shows you how to train machine learning
models using AMLS experiments as well as the code-free designer. You will see how to train jobs
remotely and save models to the AMLS model registry for later use.

Chapter 4, Tuning Your Models with AMLS, demonstrates how to tune hyperparameters for your
machine learning models using AMLS HyperDrive.

Chapter 5, Azure Automated Machine Learning, covers how to script an AutoML job to automatically
train a machine learning model.



XVi

Preface

Chapter 6, Deploying ML Models for Real-Time Inferencing, teaches you how to deploy models in the
AML to support real-time inferencing.

Chapter 7, Deploying ML Models for Batch Scoring, shows you how to apply batch scoring to models
using AML batch endpoints.

Chapter 8, Responsible Al teaches you how to explain your machine learning models using AMLS
and Azure Interpret.

Chapter 9, Productionizing Your Workload with MLOps, has you setting up an Azure DevOps pipeline
to orchestrate model training and deployment to multiple environments.

Chapter 10, Using Deep Learning in Azure Machine Learning, demonstrates how to label image data
using Azure Machine Learning’s Data Labeling feature, which we will use to train an object detection
model. You will learn how to train an object detection model using AMLS AutoML and how to deploy
the trained model for inferencing using AMLS.

Chapter 11, Using Distributed Training in AMLS, teaches how to perform distributed training in
AMLS. In particular, you will learn how to train models in a distributed fashion using two popular
deep learning frameworks, PyTorch and TensorFlow.

To get the most out of this book

To get the most out of this book, you will need to have an Azure subscription and the latest versions of
Windows PowerShell and Command Prompt.

Software/hardware covered in the book Operating system requirements
Windows PowerShell
or Windows, macOS, or Linux

Command Prompt

If you are using the digital version of this book, we advise you to type the code yourself or access
the code from the book’s GitHub repository (a link is available in the next section). Doing so will
help you avoid any potential errors related to the copying and pasting of code.

Download the example code files

You can download the example code files for this book from GitHub at https://github.com/
PacktPublishing/Azure-Machine-Learning-Engineering. If there’s an update to
the code, it will be updated in the GitHub repository.

We also have other code bundles from our rich catalog of books and videos available at https: //
github.com/PacktPublishing/. Check them out!


https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering
https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering
https://github.com/PacktPublishing/
https://github.com/PacktPublishing/
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Download the color images

We also provide a PDF file that has color images of the screenshots and diagrams used in this book.
You can download it here: https://packt.link/8s9Lt.

Conventions used

There are a number of text conventions used throughout this book.

Code in text: Indicates code words in text, database table names, folder names, filenames, file
extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: “The
actual data file, which in this caseis titanic.csv’”

Any command-line input or output is written as follows:

az extension remove -n azure-cli-ml

az extension remove -n ml

Bold: Indicates a new term, an important word, or words that you see onscreen. For instance, words
in menus or dialog boxes appear in bold. Here is an example: “The rest of the options are the default,
and you can click on the Review + create button.”

Tips or important notes

Appear like this.

Get in touch

Feedback from our readers is always welcome.

General feedback: If you have questions about any aspect of this book, email us at customercaree@
packtpub . comand mention the book title in the subject of your message.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen.
If you have found a mistake in this book, we would be grateful if you would report this to us. Please
visit www . packtpub.com/support/errata and fill in the form.

Piracy: If you come across any illegal copies of our works in any form on the internet, we would
be grateful if you would provide us with the location address or website name. Please contact us at
copyright@packt . com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in and you
are interested in either writing or contributing to a book, please visit authors .packtpub. com.
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Xviii Preface

Share Your Thoughts

Once you've read Azure Machine Learning Engineering, wed love to hear your thoughts! Please click
here to go straight to the Amazon review page for this book and share your feedback.

Your review is important to us and the tech community and will help us make sure we’re delivering
excellent quality content.


https://packt.link/r/1-803-23930-1
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Download a free PDF copy of this book

Thanks for purchasing this book!

Do you like to read on the go but are unable to carry your print books everywhere?
Is your eBook purchase not compatible with the device of your choice?

Don’t worry, now with every Packt book you get a DRM-free PDF version of that book at no cost.

Read anywhere, any place, on any device. Search, copy, and paste code from your favorite technical
books directly into your application.

The perks don’t stop there, you can get exclusive access to discounts, newsletters, and great free content
in your inbox daily

Follow these simple steps to get the benefits:

1. Scan the QR code or visit the link below

https://packt.link/free-ebook/9781803239309

2. Submit your proof of purchase

3. That’s it! We'll send your free PDF and other benefits to your email directly


https://packt.link/free-ebook/9781803239309




Part 1:

Training and Tuning Models
with the Azure Machine
Learning Service

Readers will learn how to use the Azure Machine Learning service to train and tune different types
of models in Part 1, taking advantage of its unique job tracking capabilities.

This section has the following chapters:

o Chapter 1, Introducing the Azure Machine Learning Service
o Chapter 2, Working with Data in AMLS

o Chapter 3, Training Machine Learning Models in AMLS

o Chapter 4, Tuning Your Models with AMLS

o Chapter 5, Azure Automated Machine Learning
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Introducing the Azure Machine
Learning Service

Machine Learning (ML), leveraging data to build and train a model to make predictions, is rapidly
maturing. Azure Machine Learning (AML) is Microsoft’s cloud service, which not only enables model
development but also your data science life cycle. AML is a tool designed to empower data scientists, ML
engineers, and citizen data scientists. It provides a framework to train and deploy models empowered
through MLOps to monitor, retrain, evaluate, and redeploy models in a collaborative environment
backed by years of feedback from Microsoft’s Fortune 500 customers.

In this chapter, we will focus on deploying an AML workspace, the resource that leverages Azure
resources to provide an environment to bring together the assets you will leverage when you use AML.
We will showcase how to deploy these resources using a Guided User Interface (GUI), followed by
setting up your AML service via the Azure Command-Line Interface (CLI) ml extension (v2), which
is the m1 extension for the Azure CLI, allowing model training and deployment through the command
line. We will proceed with setting up the workspace by leveraging Azure Resource Management
(ARM) templates, which are referred to as ARM deployments.

During deployment, key resources will be deployed, including AML Studio, a portal for data scientists
to manage their workload, often referred to as your workspace; Azure Key Vault for storing sensitive
information; Application Insights for logging information; Azure Container Registry to store docker
images to leverage; and an Azure storage account to hold data. These resources will be leveraged
behind the scenes as you navigate through the Azure Machine Learning service workspace, creating
compute resources for writing code by leveraging the Integrated Development Environments (IDE)
of your choice, including Jupyter Notebook, Jupyter Lab, as well as VS Code.

In this chapter, we will cover the following topics:

« Building your first AMLS workspace
o Navigating AMLS
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Creating a compute for writing code
Developing within AMLS
Connecting AMLS to VS Code

Technical requirements

In this section, you will sign up for an Azure account and use the web-based Azure portal to create
various resources. As such, you will require internet access and a working web browser.

The following are the prerequisites for the chapter:

Access to the internet
A web browser, preferably Google Chrome or Microsoft Edge Chromium

If you do not already have an Azure subscription, you can leverage the $200 Azure credit available
for 30 days by following this link: ht tps: //azure.microsoft.com/en-us/free/.

The Azure CLI >=2.15.0

The code leveraged throughout this book has been made available in the following
repository: https://github.com/PacktPublishing/Azure-Machine-Learning-
Engineering.git.

You will be leveraging code from a GitHub repository:

* https://github.com/Azure/azure-quickstart-templates/blob/
master/quickstarts/microsoft.machinelearningservices/machine-
learning-workspace/azuredeploy.json

* https://github.com/Azure/azure-quickstart-templates/blob/
master/quickstarts/microsoft.machinelearningservices/machine-
learning-compute-create-computeinstance/azuredeploy.json

Building your first AMLS workspace

Within Azure, there are numerous ways to create Azure resources. The most common method is
through the Azure portal, a web interface that allows you to create resources through a GUI To
automate the creation of resources, users can leverage the Azure CLI with the m1 extension (V2),
which provides you with a familiar terminal to automate deployment. You can also create resources
using ARM templates. Both the CLI and the ARM templates provide an automatable, repeatable
process to create resources in Azure.


https://azure.microsoft.com/en-us/free/
https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering.git
https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering.git
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-workspace/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-workspace/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-workspace/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-compute-create-computeinstance/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-compute-create-computeinstance/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-compute-create-computeinstance/azuredeploy.json

Building your first AMLS workspace

In the upcoming subsections, we will first create an AMLS workspace through the web portal. After
you have mastered this task, you will also create another workspace via the Azure CLL. Once you
understand how the CLI works, you will create an ARM template and use it to deploy a third workspace.
After learning about all three deployment methods, you will delete all excess resources before moving
on to the next section; leaving excess resources up and running will cost you money, so be careful.

Creating an AMLS workspace through the Azure portal

Using the portal to create an AMLS workspace is the easiest, most straightforward approach. Through
the GUI, you create a resource group, a container to hold multiple resources, along with your AMLS
workspace and all its components. To create a workspace, navigate to https: //portal.azure.
com and follow these steps:

1. Navigateto https://portal.azure.comand type Azure Machine Learning
into the search box as shown in Figure 1.1 and press Enter:

) A Home - Microsoft Azure x P

< G ] https://ms.portal.azure.com/#home B A 8

Microsoft Azure (Preview) £ Azure Machine learning] R

Azure services All Services (90) Marketplace (3)

Documentation (28)

<l
I L Azure Active Directory (11) Resources (0)

Create a Azure Machine Macl - - .
resource Learning Learning esource Groups (0)
7 AN L2 g Services Cae a

i
. . i Azure Machine Learnin
Function App Logic apps Subscri

Figure 1.1 — Selecting resource groups


https://portal.azure.com
https://portal.azure.com
https://portal.azure.com
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2.

On the top left of the Azure portal, select the + Create option shown in Figure 1.2:

Home >

Azure Machine Learning .

Microsoft (microsoft.onmicrosoft.com)

33 Manage view v~ () Refresh

I Filter for any field... I Subscription equ

Figure 1.2 — Creating an AML workspace
Selecting the + Create option will bring up the Basics tab as shown here:

Azure Machine Learning

Create a machine learning workspace

Basics  Networking Advanced Tags  Review + create

Resource details

Every workspace must be assigned to an Azure subscription, which is where billing happens. You use resource groups like
folders to organize and manage resources, including the workspace you're about to create.
Learn more about Azure resource groups '

Subscription* © | S S = e s V]
Resource group * @ | (New) aml-dev-rg v [

Create new

Workspace details

Configure your basic workspace settings like its storage connection, authentication, container, and more. Learn more o'

Workspace name * (D | aml-ws v |

Region * @ | East US ~ [

Storage account* @ I (new) amlws3298848643 ~ [
Create new

Keyvault * @ [ (new) amhws0502836246 v
Create new

Application insights * © | (new) amlws8566782467 v [
Create new

Container registry * © | None v [
Create new

Figure 1.3 - Filling in the corresponding fields to create the ML workspace
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3. In the Basics tab shown in Figure 1.3 for creating your AML workspace, populate the
following values:

A.
B.

C.
D.

Subscription: The Azure subscription you would like to deploy your resource.

Resource group: Click on Create new and enter a name for a resource group. In Azure,
resource groups can be thought of as folder, or container that holds resources for a particular
solution. As we deploy the AMLS workspace, the resources will be deployed into this
resource group to ensure we can easily delete the resources after performing this exercise.

Workspace name: The name of the AMLS workspace resource.

The rest of the options are the default, and you can click on the Review + create button.

4. 'This will cause validation to occur - once the information has been validated, click on the +
Create button to deploy your resources.

5. It usually takes a few minutes for the workspace to be created. Once the deployment is

completed, click on Go to resource in the Azure portal and then click on Launch studio to
go to the AMLS workspace.

You are now on the landing page for AMLS as shown in Figure 1.4:

Welcome to the Azure Machine Learning Studio

-+ El 4% &8

Notebooks Automated ML Designer
Create new ™ Code with Python SDK and run Automatically train and tune a Drag-and-drop interface from
sample experiments. model using a target metric prepping data to deploying

models.

Figure 1.4 - AMLS

Congratulations! You have now successfully built your first AMLS workspace. While you can start
by loading in data right now, take the time to walk through the next section to learn how to create

it via code.

Creating an AMLS workspace through the Azure CLI

For people who prefer a code-first approach to creating resources, the Azure CLI is the perfect fit. At
the time of writing, the AML CLI v2 is the most up-to-date extension for the Azure CLI available.
While leveraging the Azure CLI v2, assets are defined by leveraging a YAML file, as we will see in
later chapters.
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Note

The Azure CLI v2 uses commands that follow a format of az ml <nouns> <verbs>
<optionss.

To create an AMLS workspace via the Azure CLI m1 extension (v2), follow these steps:

1. Youneed to install the Azure CLI from https://docs.microsoft.com/en-us/cli/
azure/install-azure-cli.

2. Find your subscription ID. In the Azure portal in the search box, you can type Subscriptions,
and bring up a list of Azure subscriptions and the ID of the subscriptions. For the subscription
that you would like to use, copy the Subscription ID information to use it with the CLL

Here’s a view of Subscriptions within the Azure portal:

Subscriptions =

Microsoft (microsoft.onmicrosoft.com)

-+ Add

| A search for any field... Subscriptions == global filter My role == all

Showing 1 to 20 of 22

Subscription name Ty Subscription ID T}

Figure 1.5 — Azure subscription list

3. Launch your command-line interpreter (CLI) based on your OS - for example, Command
Prompt (CMD) or Windows Powershell (Windows PS) - and check your version of the Azure
CLI by running the following command:

az version


https://docs.microsoft.com/en-us/cli/azure/install-azure-cli
https://docs.microsoft.com/en-us/cli/azure/install-azure-cli

Building your first AMLS workspace

Note

You will need to have a version of the Azure CLI that is greater than 2.15.0 to leverage the
ml extension.

4.

You will need to remove old extensions if they are installed for your CLI to work properly. You
can remove the old m1 extensions by running the following commands:

az extension remove -n azure-cli-ml

az extension remove -n ml

To install the m1 extension, run the following command:

az extension add -n ml -y

Now, let’s connect to your subscription in Azure through the Azure CLI by running the following
command here, replacing XxXxXxXXXxX - XXXX - KXXX - XXXX - KXXXXXXXXXXX with the
Subscription ID information you found in Figure 1.5:

az login

az account set --subscription XXXXXXXX-XXXX-XXXX-XXXX-
XXXXKXXKXXKXKK

Create a resource group by running the following command. Please note that rg name is an
example name for the resource group, just as aml -ws is an example name for an AML workspace:

az group create --name aml-dev-rg --location eastus2

Create an AML workspace by running the following command, noting that eastus2 is the
Azure region in which we will deploy this AML workspace:

az ml workspace create -n aml-ws -g aml-dev-rg -1 eastus2

You have now created an AMLS workspace with the Azure CLI m1 extension and through the portal.

There’s one additional way to create an AMLS workspace that’s commonly used, ARM templates,
which we will take a look at next.



10

Introducing the Azure Machine Learning Service

Creating an AMLS workspace with ARM templates

ARM templates can be challenging to write, but they provide you with a way to easily automate
and parameterize the creation of Azure resources. In this section, you will first write a simple ARM
template to build an AMLS workspace and then deploy your template using the Azure CLI. To do so,
take the following steps:

1.

An ARM template can be downloaded from GitHub and is found here: https://github.
com/Azure/azure-quickstart-templates/blob/master/quickstarts/
microsoft.machinelearningservices/machine-learning-workspace/
azuredeploy. json.

This template creates the following Azure services:

* Azure Storage Account

* Azure Key Vault

* Azure Application Insights

= Azure Container Registry

* An AML workspace

The example template has three required parameters:

* environment, where the resources will be created

* name, which is the name that we are giving to the AMLS workspace

* location, the Azure Region the resource will be deployed to
To deploy your template, you have to create a resource group first as follows:

az group create --name rg name --location eastus2

Make sure your command prompt is opened to the location to which you downloaded the
azuredeploy. json file, and run the following command:

az deployment group create --name "exampledeployment"
--resource-group "rg name" --template-file "azuredeploy.
json" --parameters name="unigquename" environment="dev"
location="eastus2"

It will take a few minutes for the workspace to be created.


https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-workspace/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-workspace/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-workspace/azuredeploy.json
https://github.com/Azure/azure-quickstart-templates/blob/master/quickstarts/microsoft.machinelearningservices/machine-learning-workspace/azuredeploy.json

Navigating AMLS

We have covered a lot of information so far, whether creating an AMLS workspace using the portal,
the CLI, or now using ARM templates. In the next section, we will show you how to navigate the
workspace, often referred to as the studio.

Navigating AMLS

AMLS provides access to key resources for a data science team to leverage. In this section, you will
learn how to navigate AMLS exploring the key components found within the studio. You will learn
briefly about its capabilities, which we will cover in detail in the rest of the chapters.

Open a browser and go to https: //portal .azure . com. Log in with your Azure AD credentials.
Once logged into the portal, you will see several icons. Select the Resource group icon and click on
the Azure Machine Learning resource.

In the Overview page, click on the Launch Studio button as seen in the following screenshot:

Manage your machine learning lifecycle

Use the Azure Machine Learning studio to build, train,
evaluate, and deploy machine learning models. Learn more &'

Figure 1.6 — Launch studio

Clicking on the icon shown in Figure 1.6 will open AMLS in a new window.

The studio launch will bring you to the main home page of AMLS. The UI includes functionality to
match several personas, including no-code, low -code, and code-based ML. The main page has two
sections - the left-hand menu pane and the right-hand workspace pane.

1


https://portal.azure.com
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The AMLS workspace home screen is shown in Figure 1.7:

Microsoft

1 ) Microsoft 2
Vg

- New

@) Home + E 47& Elarh

Author

Notebooks Automated ML Designer
B Notebooks y Code with Python SDK and run Automatically trein and tune a Drag-and-drop interface from
Create new d S P
sample experiments, model using a target metric. prepping data to deploying
£& Automated ML models.
&=» Designer
~ Start now Start now Start now
scets |
B Data
L Jobs Recent resources 3

a7 Compenents
Jobs  Compute Models  Data

£° Pipelines —
L Environments . . . . )
Display name w Experiment  Status Logs  Submitted time Submitte...  Job type
@ Models
$> Endpoints &
[
Manage
] Compute

(fa Linked Services
Data Labeling

No jobs to display

Figure 1.7 — AMLS workspace home screen

Now, let us understand the preceding screenshot in brief:

 Insection 1 of Figure 1.7, the left-hand menu pane is displayed. Clicking on any of the words
in this pane will bring up a new right workspace pane, which includes sections 2 and 3 of the
screen. We can select any of these keywords to quickly access key resources within our AMLS
workspace. We will drill into these key resources as we begin exploring the AMLS workspace.

o Insection 2 of Figure 1.7, quick links are provided to key resources that we will leverage throughout
this book, enabling AMLS users to create new items covering the varying personas supported.

« As we continue to explore our environment and dig into creating assets within the AMLS
workspace, both with code-based and low-code options, recent resources will begin to appear
in section 3 of Figure 1.7, providing users with the ability to see recently leveraged resources,
whether the compute, the code execution, the models created, or the datasets that are leveraged.
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The home page provides quick access to the key resources found within your AMLS workspace.
In addition to the quick links, scroll down and you can view the Documentation section. In the
Documentation section, we see great documentation to get you started in understanding how to
best leverage your AML environment.

The Documentation section, a hub for documentation resources, is displayed on the right pane of
the AMLS home screen:

Documentation

Learning modules Tutorials Additional resources
Build Al solutions with Azure Introduction to the Azure Train a machine learning
Machine Learning Machine Learning SDK model with Azure ML
Orchestrate machine learning Use automated machine Get started with artificial
with pipelines learning in Azure ML intelligence on Azure

View all learning modules

Figure 1.8 — Documentation

As shown in Figure 1.8, the AMLS home page provides you with a wealth of documentation resources
to get you started. The links include training modules, tutorials, and even blogs regarding how to
leverage AMLS.

On the top-right side of the page, there are several options available:

« Notifications: The bell icon represents notifications, which display the messages that are
generated as you leverage your AMLS workspace. These messages will contain information
regarding the creation and deletion of resources, as well as information regarding the resources
running within your workspace.

o & 2?2 © | Visual Studio Enterprise

amlworkspace

Figure 1.9 — Top-right options

13
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o Settings: The icon next to the bell that appears as a gear showcases settings for your Azure
portal. Clicking on the icon provides the ability to set basic settings as shown in Figure 1.10:

& v |

Visual Studio Enterprise
| 2 ’) @ | amlworkspace

Settings

2] Themes

(® Light

X

%= Language and formats

Language

| English ~ ‘

Regional format

English (United States) Y l

Example:
Date: Nov 13, 2021
Time: 3:36 PM

In app notifications

@ o

Figure 1.10 - Settings for workspace customization

Within the Settings blade, options are available to change the background of the workspace Ul
with themes. There are light and dark shades available. Then, there is a section for changing the
preferred language and formats. Check the Language dropdown for a list of languages - the
list of languages will change as new languages are added to the workspace.
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o Help: The question mark icon provides helpful resources, from tutorials to placing support
requests. This is where all the Help content is organized:

? © Visual Studio Enterprise g ‘
amlworkspace
Help X

Tutorial

Visit the tutorial page to learn more about
Azure Machine Learning concepts and
authoring experience.

View tutorial

‘ Launch guided tour |

? Diagnostics

‘ Run workspace diagnostics ’

R Support

Create a new support request to get assistance
with billing, subscription, technical (including
advisory) or quota management issues in
Azure Portal.

New support request 3

[2] Resources
Documentation @
Cheat Sheet @

Privacy + Terms (@

Figure 1.11 - Help for AMLS workspace support

Links are provided for tutorials on how to use the workspace and how to develop and deploy
data science projects. Click on Launch guided tour to use the step-by-step guided tour.
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To troubleshoot any issue with a workspace, click on Run workspace diagnostics and follow
the instructions:

« Support: This is the section where technical and subscription core limits, and other Azure-
related issues, are linked to create a ticket.

« Resources: This is the section that provides links to the AML documentation, as well as a
useful cheat sheet that is hosted on GitHub. A link to Microsoft’s Privacy and Terms is also
available in this section.

Clicking on the smiley icon will bring up the Send us feedback section:

) © Visual Studio Enterprise

v
amlworkspace

Send us feedback X

Thank you for taking the time to give us
feedback.

@ If you need help, please contact support. New
support request

Are you satisfied with your experience?

©e Y

Tell us about your experience...

D Include screenshot

Figure 1.12 - Feedback page

Leveraging this section, an AMLS workspace user can provide feedback to the AMLS product team.
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In the following screenshot, we can see the workspace selection menu:

Visual Studio Enterprise
amlworkspace

Directory + Subscription +
Workspace

Current directory

N

Default Directory v
Current subscription
‘ Visual Studio Enterprise ~
Current workspace
A

amlworkspace

Resource Group

amlbook @ [}

Location

centralus [

L Download config file

View all properties in Azure Portal (2

Figure 1.13 — Workspace selection menu

When working with multiple workspaces on multiple projects, there may be a need to switch the

AMLS workspace between multiple Azure AD directories. This option is available via the selection of

the subscription and workspace name as shown in Figure 1.13. Also note, under the Resource Group
section, a link will open a new tab in your browser and bring you directly to your resource group
in the Azure portal. This is a nice feature, allowing you to quickly explore the Azure resources that
are outside of the AMLS workspace but may be relevant to your workload in Azure. The workspace
config file, which holds the key information enabling authorized users to connect directly to the
AMLS workspace through code, can be downloaded to use with the Azure Machine Learning SDK
for Python (AML SDK v2) inside the workspace selection menu.

17
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Next, we will discuss the AMLS left-hand navigation menu shown in Figure 1.7 (1). This navigation
menu will allow you to interact with your assets within your AML environment and is divided into
three sections:

o The Author section, which includes Notebooks, Automated ML, and Designer

o The Assets section includes artifacts that will be created as part of your data science workload,
which will be explored in detail in upcoming chapters.

o 'The Manage section, which includes resources that will be leveraged as part of your data
science workload.

Let’s review the sections as follows:
o Author is the section in which the data scientist selects the tool of choice for development:

* Notebooks: This is a section within the Author portion of the menu that provides access to
your files, as well as an AMLS workspace IDE, which is similar to a Jupyter notebook, but
with a few extra features for data scientists to carry out feature engineering and modeling.
Inside this IDE, with a notebook that has been created, users can select a version of Python
kernel, connecting them to a Conda environment with a specified version of Python.

Author
[Z] Notebooks
ﬁa Automated ML
s Designer

Figure 1.14 — Author menu items

Notebooks is an option within the Author section providing access to files, samples, file
management, terminal access, and, as we will see later in this chapter in the Developing within
AMLS section, a built-in IDE:

© Microsoft Notebooks Get started

Files Samples 3 4

New
H ®
O

”

I
(R Home 1 O «
Author v y Users Create new file 5

[E] Notebooks E3 Create new folder

7z T
%% Automated ML T Upload files

2
s Designer
E Upload folder

Figure 1.15 — Notebooks
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We will highlight the different features found within the Notebooks selection:

i. Insection 1 of Figure 1.15, clicking on the Files label shows all the user directories within
the collaborative AMLS workspace, in addition to files stored within those directories.

ii. Insection 2 of Figure 1.15, clicking on the Samples label provides AML tutorials for
getting the most out of AMLS.

iii. Additionally, there is the capability to leverage a terminal on your compute resource.

In this section, you can create new files. Clicking on the + icon gives you the ability to create
new files. Note that both files and folder directories can be uploaded as well as created. This
allows you to easily upload data files in addition to code.

Create new file has options to name the file and select what type of file it is, such as a Jupyter
notebook or Python. Typically, data scientists will create new Jupyter notebooks, but in addition
to the . ipynb extension, the menu for File type includes Jupyter, Python, R, Shell, text, and
other, in which you can provide your own file extension.

In the left-hand navigation menu of Figure 1.7, we saw Notebooks, which we briefly reviewed,
as well as Automated ML and Designer. We will next provide a high-level overview of the
Automated ML section.

Automated ML: This can also be selected from the Author section. Automated ML is a no-code-
required tool that provides the ability to leverage data and select an ML model type and compute
to accomplish model creation. In future chapters, we will go through this in more detail, but
at a high level, this option provides a walk-through to establish a model based on the dataset
provided. You will be prompted to pick classification, regression, or time-series forecasting;
natural language processing (multi-class or multi-label classification); or compute vision
(including multi-class, label, object detection, and instance segmentation) based on your data
science workload. It's a guided step-by-step process. There are settings available to stop the model
from overrunning past a set duration to ensure that unexpected costs are limited. Automated
ML also provides the ability to exclude algorithms. AML will select a variety of algorithms and
run them with a dataset to provide the best model available. In addition to the capability to run
multiple algorithms to determine the best model based on a given dataset, Automated ML also
includes model explainability, providing insight into which features are more or less important
in determining the response variable. The timing required for this process is dependent on the
dataset, as well as the compute resources allocated to the task. Automated ML uses an ad-hoc
compute, so when the experiment is submitted to run, it starts the compute and then runs
the experiment. Building the models is run inside an experiment as a job, which is saved as a
snapshot for future analysis. After the best model is built with Automated ML, AMLS provides
the ability to leverage the best model with a single-click deployment of a REST API hosted in
an Azure Container Instance (ACI) for development and test environments. AMLS can also
support production workloads with a REST API deployment to Azure Kubernetes Services
(AKS) and leveraging the CLI v2 or the SDK v2 AMLS supports endpoints that streamline
the process of model deployment.

19
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Clicking on Automated ML in the left-hand menu tab opens the ability to create a new
Automated ML job:

Automated ML

Let Automated ML train and find the best model based on your data without writing a single line of code. Learn more about Automated MLE2

-+ New Automated MLrun () Refresh

No recent Automated ML runs to display.
Click "New Automated ML run” to create your first run

@ Learn more on creating Automated ML runs

Documentation

A Concept: What is Automated ML?
é Tutorial: Create your first classification model with Automated ML

A Blog: Build more accurate forecasts with new capabilities in Automated ML

Figure 1.16 — Automated ML screen with options

Now that we have seen the Notebooks and Automated ML sections, we will look at the Designer
section for a low-code experience.

o Designer: This is the section where low-code environments are provided. Data scientists can
drag and drop and develop model training and validation. Designer has two sections - to the
left is the menu and to the right is the authoring section for development. Once the model is
built, an option to deploy it in various forms is provided.
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Here is a sample experiment built with Designer:

Regression - Automobile Price Prediction (Basic) & Save pipeline €3 Settings

‘ % Automobile price data (Raw) ’ <1

Data butput
Dataset

& select Columns in Dataset
select_columns_in_dataset
Exclude normalized losses which have many

missing values
Resm;émset

& Clean Missing Data
clean_missing_data

Remove missing value rows

cleanegnjfa asf Cleaning tran..

& Linear Regression & :s\liltt 3:::
linear_regression Split the dataset into training set (0.7) and test
set (0.3)

Untrain del Resultsdatas...  Results Hatas...
Untraimed mod... Dataset
Train Model
Traine del
Trail model Datiaset

train_model

|:=* Score Model
score_model
B4 Navigator & [OX 100% v & Q @ % Wdf(aseé
Scored ddtase... Scored datase...

Figure 1.17 - Designer sample

Designer provides options to model with several types of ML models, such as classification,
regression, clustering, recommendation, computer vision, and text analytics.
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Now that we have reviewed the sections for authoring a model - Notebooks, Automated ML, and
Designer - we will explore the concept of assets in the AMLS Assets navigation section.

« Assets is a section where all the experiment jobs and their artifacts are stored:

Assets

EY Data

o=

Jobs

H

Components

Pipelines

(im I

Environments

Models

L@E}

Endpoints

Figure 1.18 — Assets menu items

* Data: This section will display the registered datasets used within the AMLS workspace
under the Data assets tab. Datasets manage the versions created every time a new dataset is
registered. Datasets can be created through the UL, SDK, or CLL. When a dataset is created,

a data store (the resource hosting the data) is also provided:

+ Data assets: This displays a list of the datasets leveraged within the workspace:

Data

Data assets Datastores Dataset menitors (preview)

Data assets are references to your data. You can create data assets from datastores, local files, public URLs, or Open Datasets. Data

~+ Create ) Refresh Archive [ Editcolumns 9 Reset view

22 search

Showing 1-3 of 3 data assets

Name w Version Data source

titanic_prepped_mitable_x2 1 workspaceblobstore
titanic_prepped 1 workspaceblobstore
titanic_raw 1 workspaceblobstore

Figure 1.19 — The Datasets display

Created on |

Nov 30, 2022 1:48 PM

Nov 30, 2022 11:19 AM

Nov 28, 2022 10:13 PM
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Click on Data assets and see the list of all data sets used. The UI displaying datasets can be
customized by adding and deleting columns to your view. In addition to providing the ability
to register datasets through the UI, there is also the ability to archive a dataset by clicking on
Archive. The data in a repository may change over time as applications add in data.

+ Datastores: Within the Data section of the left-hand pane menu, can also be selected. Data
stores can be thought of as locations for retrieving data. Examples of data stores include
Azure Blob storage, an Azure file share, Azure Data Lake Storage, or an Azure database,
including SQL, PostgreSQL, and MySQL. All the security for connecting to a data store
associated with your AMLS workspace and stored in Azure Key Vault. During the AMLS
workspace deployment, an Azure Blob storage account was created. This Azure Blob storage
account is your default datastore for your AMLS workspace.

+ A registered dataset can be monitored with functionality that is currently in preview, which
can be reviewed by clicking on the Dataset monitors (preview) label shown in Figure 1.19.

o Jobs: The Jobs screen shows all the experiments, which are groups of jobs, and the execution
of code within your AMLS workspace:

Jobs

All experiments All jobs

() Refresh Archive experiment B Edit columns %) Reset view

O Search

Showing 1-7 experiments

Experiment w Latest job Last submitted | Created
Classificationsample1 DesignerTitanic May 28, 2022 9:12 AM May 28, 2022 8:59 AM
Figure 1.20 - The Experiments display

You can customize and reset the default view in the UI for jobs by adding columns or deleting
columns, the properties of a given job.
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Each experiment will display as blue text under Experiment as in Figure 1.20. Within the Jobs
section, we can select multiple experiments and see charts on their performance.

* Pipelines: A pipeline is a sequence of steps performed within the job of an experiment:

Pipelines

Pipeline jobs Pipeline endpoints Pipeline drafts

—+ New pipeline () Refresh [E Editcolumns ) Reset view

L Search Status v Experiment v Tags v Y/ Allfilters Clear all
Showing 1-5 of 5 jobs Page size:
Display name * Experiment Status Description Created on | Duratic

DesignerTitanic Classificationsample1 @ Completed Pipeline created on 20... May 28, 2022 9:12 AM

Figure 1.21 - The Pipelines display

Usually, designer experiments will show the pipeline and provide statuses for the job. As with
the Uls for Jobs and Datasets, the Ul provides customization when viewing pipelines. You can
also display Pipeline endpoints. The Pipeline drafts option is also available. You can sort or
filter the view by Status, Experiment, or Tags. Options to select all filters and clear filters are
also available. The option to select how many rows to display is also available.

* Environments: Setting up a Python environment can be a difficult task, as with the value
of leveraging open source packages comes the complexity of managing the versions of
various packages. While this problem is not unique to the AMLS workspace, Azure has
created a solution for managing these resources — in AMLS, they are called environments.
Environments is a section in AMLS that allows users to view and register which packages,
and which Docker images, should be leveraged by the compute resources. Microsoft has
already created several of these environments, which are considered curated, and users can
also create their own custom environments. We will be leveraging custom environments

in Chapter 3, Training Machine Learning Models in AMLS, as we run experiment jobs on
compute clusters.
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The Environments section provides a list of environments leveraged by the AMLS workspace:

Environments

Curated environments Custom environments

Creste () Refresh @ Edit columns ) Resetview

O search

Showing 1-24 of 24 environments

Name Version  Created | Created by Tags

AzureML-pytorch-1.10-ubuntu18.0.. 27 Jun 28, 2022 1:46 PM Microsoft GPU: Cuda11| OS:Ubuntu18.04 | | PyTorch:1.10| Training
AzureML-pytorch-1.9-ubuntu18.04... 35 Jun 28, 2022 1:46 PM Microsoft GPU: Cudal1| OS:Ubuntu18.04 | | PyTorch:1.9 | Training
AzureML-pytorch-1.8-ubuntu18.04... 34 Jun 28, 2022 1:46 PM Microsoft GPU: Cudal1| OS:Ubuntu18.04 | | PyTorch:1.8 | Training
AzureML-pytorch-1.7-ubuntu18.04... 41 Jun 28, 2022 1:46 PM Microsoft GPU: Cudal1| OS:Ubuntu18.04 | | PyTorch: 1.7 | Training
AzureML-tensorflow-2.5-ubuntu20.... 16 Jun 28, 2022 1:46 PM Microsoft GPU: Cudall| OS:Ubuntu20.04 | |Preview |TensorFlow: 2.5
AzureML-tensorflow-2.6-ubuntu20.... 17 Jun 28, 2022 1:46 PM Microsoft GPU: Cudall| OS:Ubuntu20.04 |Preview |TensorFlow: 2.6
AzureML-tensorflow-2.7-ubuntu20.... 17 Jun 28, 2022 1:46 PM Microsoft GPU: Cudall| OS:Ubuntu20.04 | |Preview |TensorFlow: 2.7

Figure 1.22 - Environments

In the Curated environments section, there is a wide variety of environments to select
from. This is useful for applications that need specific environments with libraries. The list of
environments created is available for selection. Click on each Name to see what is included in
the environment. For now, most of the following environments are used for inference purposes.

* Models: The Models section shows all the models registered and their versions. The Ul
provides customization of columns as shown in the following screenshot:

Model List

—+ Create v () Refresh Delete Deploy Vv & Edit columns ) Reset view | @ Show latest versions only

L Search

Figure 1.23 - The Models display
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Models can be registered manually, through the SDXK, or through the CLI. The options to change
how many models to display, to show the current version or all versions of the model, and the
ability to sort and filter and then clear are all available.

* Endpoints: Models can be deployed as REST endpoints. These endpoints leverage the model,
and with predicted values, provide a response based on the trained model. Leveraging the
REST protocol, these models can easily be consumed by other applications. Clicking on
Endpoints on the left-hand navigation menu of AMLS will bring these up.

The Endpoints section displays endpoints for both real-time and batch inferencing:

Endpoints
Real-time endpoints Batch endpoints
-|- Create (preview) O Refresh Delete FE Edit columns %) Reset view

Figure 1.24 - The Endpoint display

Real-time endpoints are referred to as online endpoints and typically take a single row of data
and produce a score output, and they are performant as a REST API. Batch endpoints are for
batch-based execution, where we pass large datasets and are then provided with the predicted
output. This is usually a long-running process. While CLI v1 and the SDK v1 allow AMLS users
to deploy to ACI and Kubernetes, this book will focus on deployments leveraging CLI v2 and
SDK v2, which leverage endpoints to deploy to managed online endpoints, Kubernetes online
endpoints, and batch inference endpoints.

Manage is the section in which users can manage resources leveraged by the AMLS workspace,
including Compute, Data Labeling, and Linked Services:

* Compute: This is where we manage various compute for developing data science projects. There
are four types of compute resources found within the Compute section in AMLS. These four
include Compute instances, Compute clusters, Inference clusters, and Attached computes.

The Compute section provides visibility into the compute resources leveraged with an
AMLS workspace:

Compute
Compute instances Compute clusters Inference clusters Attached computes
—+ New () Refresh Start Stop Restart Delete [ Edit columns

Figure 1.25 - Compute options
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A compute can be a single node or include several nodes. A node is a Virtual Machine (VM)
instance. A single node instance can vertically scale and will be limited to a Central Processing
Unit (CPU) and Graphics Processing Unit (GPU). Compute instances are single nodes.
These resources are great for development work. Compute clusters, on the other hand, can be
scaled horizontally and can be used for workloads with larger datasets, as the workload can be
distributed across the nodes. To enable scaling, jobs can be performed in parallel to effectively
scale the training and scoring using our AML SDK.

Within the Compute section, as compute resources are created, the available quota for your
subscription is displayed, providing visibility into the number of cores that are available for a
given subscription. Most Azure VM SKUs are available for compute resources. For the GPU,
depending on the region, users can create support requests to extend vCores if they are available
in the region. When creating compute clusters, the number of nodes leveraged by the compute
cluster can be set to from 0 to N nodes.

Compute resources in an AMLS workspace incur a cost per node on an hourly basis. On a
compute cluster, setting the minimum number of nodes to 0 will shut down the compute
resources when an experiment completes after the Idle seconds before scale down is reached.
For a compute instance, there is the option to schedule when to switch on or off the instance
to save money. In addition to compute instances and compute clusters, AMLS has the concept
of inference clusters. Inference clusters in the Compute section allows you to view or create
an AKS cluster. The last type of compute available within the compute section is under the
Attached computes section. This section allows you to attach your own compute resources,
including Azure Databricks, Synapse Spark pools, HDInsights, VMs, and others.

= Data Labeling: Data Labeling is a newer feature option added to AMLS. This feature is
for projects that tag images for custom vision-based modeling. Images are labeled within
an AMLS Data Labeling project. Multiple users can label images within one project. To
further improve productivity, there is ML-assisted data labeling. Within a labeling project,
both text and images can be labeled. For image projects, labeling tasks include Image
Classification Multi-class, which involves classifying an image from a set of classes, and
Image Classification Multi-label, which applies more labels from a set of classes. There is
also Object identification, which defines a bounding box to each object found in an image,
and finally, Instance Segmentation, which provides a polygon around an image and assigns
a class label. Text projects, include Multi-class and Multi-label and Text Named Entity
Recognition options. Multi-class will apply a single label to text, while Multi-label allows
you to apply one or more labels to a piece of text. Text Named Entity Recognition allows
users to provide one or more entities for a piece of text.
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The Data Labeling feature requires a GPU-enabled compute, due to its compute-intensive
nature. An option to provide project instructions is available. Every user will be assigned a
queue and the user’s progress in the project is also shown on a dashboard for each project.

The following screenshot shows how a sample labeling project is displayed:

bottle-labeling © Runa

O refresh @ Pawse < t @ Label data

Dashboard  Data  Details  Insights

Progress Label class distribution Labeler performance (0
can 3/6 (50%)
3/ 128 assets labeled .| ]
<arton 276 (33.33%)
I
' water-bottle V6 (16.67%)
—
2.34%
Task queue ©
Manual
125
® Comobited @ Skiped
Nocds revien @ inccmplera
Suberit 35 more labels 10 igger the next training run
ML assistod labeling experiments Experiment Latest run Run status Latest run timo

Figure 1.26 — Data Labeling

* Linked Services: This provides you with integration with other Microsoft products, currently
including Azure Synapse Analytics so that you can attach Apache Spark pools. Click on the +
Add integration button to select from an Azure subscription followed by a Synapse workspace.

Linked Services, as seen in the following screenshot, provides visibility into established
connections with other Microsoft products:
Linked Services
Linked services is a collection of external services you can connect with the workspace. Please note that Azure Machine Learning does not manage the linked resources so advanced settings should be
configured through the Azure resource itself.

Integrations (preview)

@ You can attach Apache Spark pools, and leverage Spark Magic in notebooks[2 to perform big data preparation and other tasks. Learn more 21

-+ Add Integration () Refresh Unlink B Edit columns ) Reset view
P search W Allfilters Clear all
Name Synapse workspace name Type Created on Modified on
amis-link xmmsynapseworkspace 3 Synapse workspace (preview) Dec 26, 2022 3:53 PM Dec 26, 2022 3:53 PM

Figure 1.27 - Linked Services
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Through this linked service, which is currently in public preview, AMLS can leverage an Azure
Synapse workspace, bringing the power of an Apache Spark pool into your AMLS environment. A
large component of a data science workload includes data preparation, and through Linked Services,
data transformation can be delivered leveraging Spark.

With a basic understanding of the AMLS workspace, you can now move on to writing code. Before
you do that, however, you need to create a VM that will power your jobs. Compute instances are
AMLS VMs specifically for writing code. They come in many shapes and sizes and can be created via
the AMLS GUI, the Azure CLI, Python code, or ARM templates. Each user is required to have their
own compute instance, as AMLS allows only one user per compute instance.

We will begin by creating a compute instance via the AMLS GUL Then, we will add a schedule to our
compute instance so that it starts up and shuts down automatically; this is an important cost-saving
measure. Next, we will create a compute instance by using the Azure CLI. Finally, we will create a
compute instance with a schedule enabled with an ARM template. Even though you will create three
compute instances, there is no need to delete them, as you only pay for them while they are in use.

Tip
When you're not using a compute instance, make sure it is shut down. Leaving compute instances
up and running incurs an hourly cost.

In this section, we have navigated through AMLS, leveraging the left-hand navigation menu pane.
We explored the Author, Assets, and Manage sections and each of the components found within
AMLS. Now that we have covered navigating the components of AMLS, let us continue with creating
a compute so that you can begin to write code in AMLS.

Creating a compute for writing code

In this section, you will create a compute instance to begin your development. Each subsection will
demonstrate how to create these resources in your AMLS workspace following different methods.

Creating a compute instance through the AMLS GUI

The most straightforward way to create a compute instance is through AMLS. Compute instances
come in many sizes and you should adjust them to accommodate the size of your data. A good rule of
thumb is that you should have 20 times the amount of RAM as the size of your data in CSV format, or
2 times the amount of RAM as the size of your data in a pandas DataFrame, the most popular Python
data structure for data science. This is because, when you read in a CSV file as a pandas DataFrame,
it expands the data by up to a factor of 10.

The compute name must be unique within a given Azure region, so you will need to make sure that
the name of your compute resources is unique or the deployment will fail.
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Now, let’s create a compute instance - a single VM-type compute that can be used for development.

Each compute instance is assigned to a single user in the workspace for them to develop.

To create a compute instance, follow these steps:

A new tab will open to configure our compute instance. The following screenshot showcases

Log in to the AMLS workspace.
Click on Compute in the left-hand menu.

Click on New.

the creation of a compute instance:

Create compute instance

© Required Settings

Advanced Settings

optional

Configure required settings
Select the name and virtual machine size you would like to use for your compute instance. Please note that a compute instance

can not be shared. It can only be used by a single assigned user. By default, it will be assigned to the creator and you can change
this to a different user in the advanced settings section.

Compute name * ©

amldevinstance

Location (O

eastus2

Virtual machine type

@cru Oaru

Virtual machine size (O

(®) Select from recommended options () Select from all options

©)

Name T Category

Standard_DS11_v2
2 cores, 14GB RAM, 28GB storage

Memory optimized

Standard_DS3_v2
4 cores, 14GB RAM, 28GB storage

General purpose

Standard_DS12_v2
4 cores, 28GB RAM, 56GB storage

Memory optimized

Standard_D13_v2 Memory optimized

l Next: Advanced Settings ‘

Workload types

Development on Notebooks (or other IDE) and light
weight testing

Classical ML model training on small datasets

Data manipulation and training on medium-sized datasets
(1-10GB)

Data manipulation and training on large datasets (>10 GB)

Figure 1.28 — Selecting the VM type and region

Available quota (D

95 cores

95 cores

95 cores

95 cores

Cost ©

$0.15/hr

$0.23/hr

$0.30/hr

$0.60/hr

l Cancel ‘

Under Configure required settings, shown in Figure 1.28, let’s execute the following steps:

You need to provide a name for your compute instance. Let’s name the compute instance
amldevinstance. Note that the name of the compute instance will need to be unique for
a given Azure region. Given that this name will likely already be used, in practice, you can
provide a prefix or suffix to your compute name to ensure its uniqueness.
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5. Set Virtual machine type to CPU. GPU can also be selected for high-power deep learning
models. Now, set Virtual machine size. The size allocation will display the nodes based on
the quota available.

6. Pick a VM size from the list of available CPUs.
7.  Click on Next: Advanced Settings.

8. Turn on Enable SSH access if you want to use the compute instance from a remote machine.
The Enable virtual network option is available to connect to a private network connected to a
corporate network. An option to assign the compute to another user (Assign to another user)
is also available. If there is any shell script to provision in the startup, please use the Provision
with setup script option:

Create compute instance

Configure Settings
Configure compute instance settings for your selected virtual machine size.

@ Required Settings

Name Category Cores Available quota

@ Advanced Settings Standard_DS3_v2 General purpose 4 300 cores

Startup and shutdown schedule

3 Add schedule

@ Enable SSH access (D)
@ Enable virtual network (i)
@ Assign to another user ()

@ Provision with setup script (D

Next Download a template for automation

Figure 1.29 — Configure Settings

Now that we have the basic configurations provided for the compute, we can move to the next section
on scheduling a time at which to shut down the instance to save money.
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Adding a schedule to a compute instance

In the previous version of the AML service, data scientists had to manually spin up and shut down
compute instances. Unsurprisingly, this led users to incur large bills when they forgot to shut them
down over weekends and vacations. Microsoft added the ability to automatically start up and shut
down compute instances in order to alleviate this problem. We recommend setting the shutdown
schedule to just after your normal working hours conclude.

From Figure 1.29, click on the Add Schedule button to bring up the ability to set a start-up or shutdown
automatic schedule.

Here’s the Startup and shutdown schedule window for the compute instance:

Startup and shutdown schedule O

Schedule 1 |

O Start compute instance @ Stop compute instance

Time zone

’ (UTC) Coordinated Universal Time 4
Shutdown time

08:00 PM (®

Active days

D Sunday Monday Tuesday Wednesday Thursday Friday D Saturday

£ Add schedule

Figure 1.30 - Scheduling a shutdown for the compute instance

As shown in Figure 1.30, setting a schedule for the automatic shutdown of the compute will save on
cost. Once scheduled, the system will automatically shut down to save money.

After setting your schedule, click on Create and wait for the instance to create. Once the instance has
been created, it will automatically start and the compute instance page will be displayed.

Creating a compute instance through the Azure CLI

One major advantage of creating a compute instance with code is the ability to save your configuration
file for later use.
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Launch your command-line interpreter based on your OS (for example, CMD or Windows PS),
connect the Azure CLI to your Azure subscription, and create a compute instance noting the name of
the compute instance must be unique within an Azure Region by running the following commands:

az login
az ml compute create --name computeinstanceOl --size STANDARD

D3 V2 --type Computelnstance--resource-group my-resource-group
--workspace-name my-workspace

Just as you created an AMLS workspace through the Azure CLI, you have now used it to create a compute
instance. The next section will cover details on how to use ARM templates to create a compute instance.

Creating a compute instance with ARM templates

Upon creating your AMLS workspace with an ARM template, you can also instantiate compute
instances at the same time, specifying their type, size, and schedule. This is an excellent strategy for
large organizations that want to tightly control their compute instance configurations. It’s also great
for teams who are looking to create multiple compute instances in one step. In order to do so, follow
these steps:

1. 'The ARM template can be downloaded from GitHub and is found here: https://github.
com/Azure/azure-quickstart-templates/blob/master/quickstarts/
microsoft.machinelearningservices/machine-learning-compute-
create-computeinstance/azuredeploy.json.

The template creates a compute instance for you.

The example template has three required parameters:

* workspaceName, which is the deployment location.

* computeName, which is the name of the compute instance to create.

* objectId, which is the object ID of the person to which to assign the compute instance.
In your case, it will be yourself.

To get your object ID, you can run the following command:

az ad signed-in-user show
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2. To deploy your template, you must deploy it into a workspace that has already been created
in a resource group that already exists. Be sure to replace object Id with the object ID you
found using the az ad signed-in-user show command. Make sure your command
prompt is in the location at which you downloaded the azuredeploy . json file, and run
the following command:

az deployment group create --name "exampledeployment"
--resource-group "aml-dev-rg" --template-file
"azuredeploy.json" --parameters workspaceName="aml-ws"
computeName="devamlcompute" objectId="XXXXXXXX-XXXX-
XXXX -XXXX - XXXXXXXXXXXX" schedules="{'computeStartStop':

[{'action': 'Stop', 'triggerType': 'Cron', 'cron':
{'startTime': '2022-07-06T23:41:45', 'timeZone': 'Central
Standard Time', 'expression': '00 20 * * 1,2,3,4,5'}}]}"

Tip
In order to create compute instances for users other than yourself, use the create on behalf
option and specify a user ID.

Now you know how to create compute instances using the GUI, the Azure CLI, and ARM templates.
You also know how to schedule startup and shutdown times for your compute instance, and are ready
to use it to develop code, which will be the focus of the next section.

Developing within AMLS

With your compute instance VM created, you can use it to write code in either R or Python. Specifically,
you can code in Jupyter, JupyterLab, Visual Studio Code (VSCode), or a terminal. Both Jupyter and
JupyterLab are examples of IDEs for writing Python code. VS Code is Microsoft’s recommended IDE
that allows you to script in either R or Python, among many other languages.

In this section, you will begin by opening a Jupyter notebook and using it to connect to your AMLS
workspace. Similarly, you will do the same thing with JupyterLab. Finally, you will learn how to use
AML notebooks in order to develop code.

Developing Python code with Jupyter Notebook

Perhaps the most common way for data scientists to write code within the AMLS is through Jupyter
Notebook, the most popularly used Python IDE. Jupyter Notebook does, however, come with many
limitations; it lacks a lot of the most basic features of your traditional IDE, such as linting and code
analysis to flag errors before you try running your code. Still, many data scientists prefer it for its
streamlined, easy-to-use interface. In order to open Jupyter and create a notebook, follow these steps:
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1.  Go to the AML workspace UL
2. Click on Compute in the left-hand navigation menu under the Manage section of the menu.

The following screenshot shows us the list of all computes created:

Compute instances Compute clusters Inference clusters Attached computes
~+ New () Refresh Start Stop Restart Delete Schedule [E Editcolumns ) Reset view 3= View guota
O Search
Name g State Applications o Size
computeinstance(1 © Running Jupyterlab Jupyter VS Code Terminal Notebook STANDARD D3_V2

Figure 1.31 - List of compute instances

3. From the list, select your compute instance and click on Start (if it has not already started).
Once the compute instance has started, a link to Applications will appear.

4. Click on the JupyterLab or Jupyter link to open the Jupyter notebook for further development.
5. To access the AMLS workspace notebook in the left-hand menu, go to the Notebooks section.

6. On the next screen, you should see the folders in the left-hand pane. Each user in an AMLS
workspace will have a folder created for them by default. Inside your user folder, you can
select a notebook to work on. Options to create folders and new notebooks are also available,
as shown in Figure 1.15.

Now that you know how to use Jupyter Notebook within the AMLS, we will explore how to leverage
an AML notebook.

Developing using an AML notebook

AML notebooks are similar to Jupyter notebooks and provide you with another option for developing
code. Whether you choose to develop using Jupyter, JupyterLab, or AML notebooks is largely a
matter of personal preference. Please try all three to determine which suits you best. In order to start
developing with AML notebooks, follow the following steps:

1.  Go to the AMLS workspace UL

2. Click on Notebooks on the left-hand navigation menu under the Author section.
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3. Expand the folder and select your notebook or create a new notebook:

[ Create new file

£ Create new folder

=

Upload files

[ Upload folder

N

Rename

Duplicate

Ld &

Move

of

Copy folder path

=h

Delete

=

Open terminal
Figure 1.32 - File menu options

4. Click on Create new file.
5. Name the notebook file amlbookchapterl. ipynb.

6. Once you click on Create, the page in Figure 1.33 should pop up. The preceding process will
create a new notebook for us to start development:

[® amlbookchapter.ipyi X |

= > Editin VS Code (pr.. @ Compute instance: l Running v I B [ ] | Python 3.10 - SDK V2 v ‘
computeinstance01 - Kernel idle CPU 0% RAM 2% Last saved a few seconds ago Python 3.10 - SDK V2 @
(VIR aee ]E
> v 1

[1 Press shift + enter to run

+ Code -+ Markdown

Figure 1.33 - New notebook

In your notebook, you will see the IDE default to the Python 3.10 - SDK V2 environment. Each cell
will allow you to execute code on your running compute instance.
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There are two main ways to develop code within the AMLS: Jupyter and AML notebooks. However, a
far more powerful IDE exists, which contains many features to improve your productivity - VS Code.
In the next section, you will download VS Code and connect it to the AMLS.

Connecting AMLS to VS Code

VS Code is an IDE designed to work with Windows, macOS, or Linux. Its Git integration and debugging
features make it a natural selection for a code editor. VS Code has an extension for working directly
with your AMLS environment to build, train, and deploy ML models. In order to leverage this powerful
tool, install and configure VS Code by following these steps:

1. Download and install VS Code at https://code.visualstudio.com/download.

2. From within VS Code, click on the EXTENSIONS icon (Ctrl + Shift + x), search for Azure
Machine Learning asshown in Figure 1.34, and select Install:

3 File Edit Selection View Go Run Terminal Help

EXTENSIONS: MARKETPLACE Y U =

Azure Machine Learning

Azure Machine Learning D 13M K 45
A Visual Studio Code extension for Azure Machine Learning

% Microsoft

Azure Machine Learning - Remote @ 1.1M %k 35
A This extension is used by the Azure Machine Learning Extension

% Microsoft

Figure 1.34 - Selecting the VS Code extension

3. Sign into your Azure account (Ctrl + Shift + p), and type the following:
>Azure: Sign In

A new browser window will open for you to supply your credentials to enable sign-in.

4.  Set your default workspace, leveraging the command palette. In order to set your default AMLS
workspace, you will need to have a folder open in which VS Code can store metadata. This can
be done by selecting File from the menu and selecting Open Folder.

5. Choose your default workspace by leveraging the command palette (Ctrl + Shift + p) and type
Azure ML: Set Default Workspace. This command will walk you through selecting
your subscription and your workspace:

>Azure ML: Set Default Workspace
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6. Go to the Azure icon (Shift + Alt + A), and go to MACHINE LEARNING as shown in Figure 1.35:

)G File Edit Selection View Go Run Terminal Help
AZURE

> RESOURCES
> HELP AND FEEDBACK
> MACHINE LEARNING

[\

Figure 1.35 - Azure icon

7. Inside the Machine Learning section of the Azure icon, right-click as shown in Figure 1.36
and select Connect for our compute instance:
v~ @ aml-workspace Default
> B pata
> A Jobs
> Models
& > &> Endpoints
~ LI Compute

v L Compute instances

amldevcomputeinstance Running

> & Inference clusters
> & Attached computes
> B Datastores Stop

Connect In New Window

> B Environments Restart

Figure 1.36 — Connect to compute instance
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8. The VS Code extension will be installed on the compute instance you are connecting to and
you will be asked whether you trust the authors of all files in the parent folder. Select Yes, I
trust the authors.

9. This will open a new instance of VS Code on your local machine. In this new instance of VS
Code, you will see the user directory and notebook previously created in the Developing using
an AML notebook section as shown in Figure 1.37:

)Q File Edit Selection View Go Run Terminal Help

EXPLORER

~ CODE [AZURE ML: AMDEVCOMPUTEINSTANCE]
v Users /memasanz

> .ipynb_aml_checkpoints
.amlignore
.amlignore.amltmp

B amlbookchapterl.ipynb

amlbookchapteri.ipynb.amltmp

Figure 1.37 - Opening the notebook in VS Code

10. Select your Python interpreter from the top-right corner by clicking on Select Kernel. Please
select the azureml py310_sdkv2 kernel:

L Select Kernel

Figure 1.38 — Select Kernel
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11. After the interpreter has been selected, you can create a print statement as shown in Figure 1.39:

+ Code =+ Markdown [> Run All =% Clear Outputs of All Cells ‘D Restart Variables = Outline -+ B Python 3.10 - SDK V2
import os
directory_path = os.getcwd()
print("My current directory is :" + directory_path)

v 02s Python

My current directory is :/mnt/batch/tasks/shared/LS_root/mounts/clusters/amdevcomputeinstance/code

Figure 1.39 — Writing code

12. To execute this code, press the play button to the left of the cell (Ctrl + Enter). Note that the
Python code supplied will print out the current working directory. Your code executes on the
compute instance as shown by the directory path printed out.

Saving the notebook within VS Code will save the notebook to your AMLS workspace.

In this section, you have installed VS Code, the AML VS Code extension, and connected to your
compute instance in your AMLS workspace to run your code. VS Code provides IntelliSense, the
ability to run and debug your code, along with built-in Git integration. Combining these features with
integration into your AMLS workspace makes this the ideal choice for development.

Summary

In this chapter, you have explored the options for creating an AMLS workspace, how to navigate in
AMLS, how to create compute instances for developing code, and how to use your compute instance to
develop code. You have dug into creating an AMLS workspace through the Azure portal, through the
CLI, as well as through ARM templates. You have navigated through the AMLS workspace components,
exploring the Author, Assets, and Manage sections of AMLS. You have explored a variety of IDEs,
including Jupyter, AML notebooks, as well as VS Code, Microsoft’s premier IDE, with the compute
instance that you created either using the portal, the CLL or via an ARM template. This foundation
gives you everything you need to begin scripting ML solutions.

In the next chapter, you will import data into AMLS and connect to a variety of data sources. You will
also learn how to automatically track changes to your data and roll back to earlier versions if necessary.
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In Machine Learning (ML), regardless of the use case or the algorithm we use, an important component
that will always be used is data. Without data, you cannot build machine learning models. The quality
of the data is very critical for building performant models. Complex models such as deep neural
networks require a lot more data than simpler models. Data in an ML workflow will often come from
a variety of data sources and require different methods to be leveraged for data processing, cleansing,
and feature selection. During this process of feature engineering, your Azure Machine Learning
workspace will be leveraged to empower you to collaboratively work with your data. This will ensure
secure connectivity to a variety of data sources, as well as enable you to register your datasets for use
in training, testing, and validation.

As an example of steps within this workflow, we may be required to take raw data, join with an additional
dataset, cleanse data to remove duplicates, fill in missing values, and perform an initial analysis to
identify outliers and skew in our data. This can be done even before an algorithm is selected to begin
building a model to train leveraging our features and labels within our dataset.

Azure Machine Learning provides methods for connecting to a variety of data sources and registering
datasets to be used to build a model, so you can use your data in a business context.

In this chapter, we will cover the following topics:

o Azure Machine Learning datastore overview
o Creating a Blob Storage account datastore
o Creating Azure Machine Learning data assets

o Using Azure Machine Learning data assets
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Technical requirements

Read Chapter 1, Introducing the Azure Machine Learning Service, to get the environment workspace
created to use.

These are the prerequisites for the chapter:

o Access to the internet.

o A web browser, preferably Google Chrome or Microsoft Edge Chromium.
o A supported storage service.

o Access to supported storage.

o To access the Azure machine learning service workspace, please go to https://ml.azure.
com. Select the workspace from the drop-down list on the left in your web browser.

Azure Machine Learning datastore overview

Within an Azure Machine Learning workspace, a storage service that is the source of data is registered
as a datastore for reusability. A datastore securely holds connectivity information for accessing data
within the key vault that was created with your Azure Machine Learning workspace. The credentials
supplied to the datastore are used to access the data within a given data service. These datastores
can be created via the Azure Machine Learning Studio through the Azure Machine Learning SDK
for Python, or the Azure Machine Learning command-line interface (CLI). Datastores enable data
scientists to connect to data by name rather than passing connection information within scripts. This
allows the portability of code through different environments (in different environments, a datastore
may point to different services) and prevents the leaking of sensitive credentials.

Supported datastores include the following:

o Azure Blob Storage

e Azure SQL Database

o Azure Data Lake Gen 1 (deprecated)
o Azure Data Lake Gen 2

o Azure file share

o Azure Database for PostgreSQL

o Azure Database for MySQL

o Databricks File System
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Azure Machine Learning datastore overview

Each of the supported datastores will have an authentication type associated with the data service.
When creating a datastore, the authentication type will be selected and leveraged within the Azure
Machine Learning workspace. Note that Azure Database for MySQL is currently only supported for
the DataTransferStep pipeline and thus cannot be created with Azure Machine Learning Studio.
The Databricks File System is only supported for the DatabricksStep pipeline, and thus cannot
be created leveraging Azure Machine Learning Studio.

The following table provides the authentication options for the Azure Storage types available for use
with your Azure Machine Learning workspace:

Storage Type Authentication Options Available
Azure Blob Container SAS token, account key

Azure SQL Database Service principal, SQL authentication
Azure Data Lake Gen 1 Service principal

Azure Data Lake Gen 2 Service principal

Azure File Share SAS token, account key

Azure Database for PostgreSQL SQL authentication

Azure Database for MySQL SQL authentication

Databricks File System No authentication

Figure 2.1 - Supported authentication for Azure Storage types

Now that you have an understanding of the types of supported datastores, in the next section, you will
learn how to connect your Azure Machine Learning workspace to datastores that you can use within
your ML workflow. The most common and recommended datastore is an Azure blob container. In
fact, one was created for you in Chapter 1, Introducing the Azure Machine Learning Service, as part of
the workspace deployment process.

Before continuing to the next section to create datastores using Azure Machine Learning Studio, the
Python SDK, and the Azure Machine Learning CLI, we will briefly review the default datastore that
was created for you.

Default datastore review

As noted in Chapter 1, Introducing the Azure Machine Learning Service, the left navigation includes a
Data section, which you can use to access the datastores, as shown in Figure 2.2.

Tip
Clicking on the hamburger icon on the top of the left navigation within your workspace will
include words with the icons in your navigation bar.
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If you click on the Datastore tab, you can see the storage accounts that have already been created for
your workspace:

= Microsoft > aml2-ws > Data

< Microsoft Data
L n Data assets Datastores Dataset monitors (preview)
ew
{2t Home ) ‘ . . ]
Datastores securely connect to a storage service on Azure by storing connection information. With datastores, you no longer need
Author scripts to access your data. Learn more about datastores &
Notebooks

= + Create O Refresh Unregister Set as default datastore E?E Edit columns ) Reset view
{'z, Automated ML
;557, Designer p Search

Assets Showing 1-9 of 9 datastores
u?"p Data

Name ¥ Type Storage name
L Jobs P 9
B Components _ Azure Blob Storage amlv2sa
EJ Pipelines
_ Azure Blob Storage amlv2sa

£, Environments
© Models _ Azure Blob Storage twitterstorageaccount
&> Endpoints workspaceworkingdirectory Azure file share aml2ws3327085631

Manage

waorkspaceartifactstare Azure Blob Storage aml2ws3327085631

) Compute
% Linked Services workspacefilestore Azure file share aml2ws3327085631
@ .
& Data Labeling workspaceblobstore (Default) Azure Blob Storage aml2ws3327085631

Figure 2.2 — Datastores

workspaceblobstore is the default Azure Machine Learning workspace datastore and holds experiment
logs as well as workspace artifacts. Data can be uploaded to this default datastore, which will be covered
in an upcoming section. workspacefilestore is used to store your notebooks that are created within
your Azure Machine Learning workspace.

In the next section, we will see how to connect to a new datastore through Azure Machine Learning
Studio, through the Azure Machine Learning Python SDK, as well as through the Azure Machine
Learning CLI. This will enable you to use data where the data lives instead of bringing it into the
default datastore associated with your Azure Machine Learning workspace.
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Creating a blob storage account datastore

As mentioned in the previous section, Default datastore review, we can create a datastore through
Azure Machine Learning Studio, through the Azure Machine Learning Python SDK, and through
the Azure Machine Learning CLI. In the next section, we will walk through creating a datastore for
a blob storage account with each of these methods.

Creating a blob storage account datastore through Azure
Machine Learning Studio

In order to create a blob storage account datastore, first you need to create a storage account that
contains a blob. Follow these steps to create an Azure storage account and create blob storage within
that storage account:

1.
2.
3.

Go to the Azure portal at https://ms.portal .azure.com/#home.
Find Storage accounts under Azure Services.

Click Create and follow the wizard for creating a storage account. Make sure to name the
storage account amlv2sa.

Once the storage account is created, you can see it under Storage accounts.
Go ahead and click on the newly created storage account.

Then from the left side navigation click on Containers and then click + Container to create a
new container. Make sure to name it datacontainer.
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Now, go back to Azure Machine Learning Studio, click on the Data icon on the left navigation, go to
the Datastores tab as shown in Figure 2.2, and click on +Create. A new Create datastore pane will
open, as shown in Figure 2.3:

New datastore

Datastore name * @

Datastore type *

| Azure Blob Storage v I

Account selection method

@ From Azure subscription O Enter manually

Subscription ID *

| v

Storage account *

| Select or search by name b 4 |

Blob container *

| -]
@ No containers: This storage account has no containers, please choose another account.

Save credentials with the datastore for data access ()

N -

Authentication type * ®

| Account key b

Account key * ®

T T T ) |

Use workspace managed identity for data preview and profiling in Azure Machine ®
Learning studio

Figure 2.3 - Create datastore
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On the Create datastore pane, configure the required settings:

o % N

10.

Set Datastore name to azureblobdatastore.

Given that this is an Azure blob storage account, leave Datastore type as Azure Blob
Storage.

Select your Subscription ID - note it should default to the Azure subscription of your workspace.

Find the storage account that you just created (amlv2sa) by clicking on the dropdown under
Storage account.

Find the blob container that you just created (datacontainer) by clicking on the dropdown
under Blob container.

Set Save credentials with the datastore for data access to Yes.
Set Authentication type to Account key.
Set the Account key by entering the value found in the Access Keys section of your storage account.

Set Use workspace managed identity for data preview and profiling in Azure Machine
Learning studio to Yes.

This will grant your Azure Machine Learning service workspace’s managed identity Reader
and Storage Blob Data Reader access.

Click on Create.

You can verify that a datastore called azureblobdatastore has been created for you by
viewing the Datastores tab shown in Figure 2.2.

Now that we have seen how to easily configure a datastore through the UI, we will continue with
creating a datastore through the Python SDK.
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Creating a blob storage account datastore through the Python
SDK

In order to use the Python SDK, you need to run Python scripts in a Jupyter notebook. To start a
Jupyter notebook, please click on the Compute tab on the left navigation, as shown in Figure 2.4:

) Microsoft Compute

N Compute instances Compute clusters Inference clusters Attached computes

ew
{n Home A s o
+ New () Refresh Start Stop Restart Delete Schedule E Edit columns ) Reset view 2= View quota

Author
[E Motebooks ‘ L Search
{73 Automated ML

Name b4 State Applications (D) Size

&e Designer

Assets - © Running JupyterLab Jupyter VS Code Terminal Notebook STANDARD_DS12_V2
E} Data
L Jobs

ge Components
E—? Pipelines
£ Environments
@ Models
&> Endpoints
Manage
T Compute
E Datastores
7

> Linked Services

Al Data Labeling

Figure 2.4 — Opening Jupyter Server from a compute instance

Next, from an existing compute instance click on Jupyter to open Jupyter Server. Under New, click
on Python 3.10 - SDKV2 in order to create a new Jupyter notebook, as shown in Figure 2.5:

— Jupyter Quit
Files Running Clusters AzureML Samples
Select items to perform actions on them Upload | New~ | &
Notebook
Oo |~ | mr users /NN e
Python 3 (ipykernel)
] Python 3.10 - SDK V2
O & untitled.ipynb Python 3.8 - AzureML kB

Python 3.8 - Pytorch and Tensorflow
Other
Text File

Folder

Terminal

Figure 2.5 - Creating a new Jupyter notebook
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Using the Azure Machine Learning Python SDK, an Azure blob container can be registered to your
Azure Machine Learning workspace leveraging the following code in Figure 2.6. Recall from when we
created a new datastore through the UI that the value of the account key can be found in the Access
Keys section of your storage account:

In [7]1: M

In [1e]: M
In [11]: M
In [24]: M

Out[24]:

# import required Libraries

from azure.ai.ml import MLClient

from azure.identity import DefaultAzureCredential

from azure.ai.ml import command, Input

from azure.ai.ml.entities import (
AzureBlobDatastore,
AzureFileDatastore,
AzureDatalakeGenlDatastore,
AzureDatal akeGen2Datastore,

)

from azure.ai.ml.entities import Environment

# Enter details of your AML workspace
subscription_id = "XXXxxxXXXXxXXXX"
resource_group = "aml-v2-book"
workspace = "aml2-ws"

# get a handle to the workspace
ml_client = MLClient(
DefaultAzureCredential(), subscription_id, resource_group, workspace

)

# Create a datastore with account key
blob_datastorel = AzureBlobDatastore(
hame="blobe_storage",
description="AML Datastore pointing to a blob storgae.",
account_name="amlv2sa",
container_name="datacontainer",
credentials={
"account_key": XXX OO0 XXX

b
)

ml_client.create_or_update(blob_datastorel)

AzureBlobDatastore({'type': <DatastoreType.AZURE_BLOB: 'AzureBlob'>, 'name': 'blobe_storage', 'description': 'AML Datastore
pointing to a blob storgae.', 'tags': {}, ‘properties': {}, 'id': '/subscriptions/dcfc206a-203b-4c@0-a236-bdf576a37896/resou
rceGroups/aml-v2-book/providers/Microsoft.MachinelearningServices/workspaces/aml2-ws/datastores/blobe_storage', 'base_path":
"./', ‘creation_context': None, ‘serialize’: <msrest.serialization.Serializer object at @x7f68069a6790>, 'credentials’: <azu
re.ai.ml.entities._datastore.credentials.NoneCredentials object at @x7f68069d185@>, 'container_name': 'datacontainer', 'acco
unt_name': 'amlv2sa’, 'endpoint': 'core.windows.net', 'protocol': 'https'})

Figure 2.6 — Using the Python SDK to create a blob storage account datastore
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You can verify that a new blob storage datastore called blob_storage has been created if you click on
Data in the left navigation and then the Datastores option, as shown in Figure 2.7:

= Microsoft > aml2-ws > Data

€ Microsoft Data
N Data assets Datastores Dataset monitors (preview)
ew
@ Home . . L . .
Datastores securely connect to a storage service on Azure by storing connection information. With datastores, you no longer
Author about datastores [2
Notebooks
= + Create () Refresh Unregister Set as default datastore [ Edit columns ) Reset view
4% Automated ML
&8 Designer A Search
Assets Showing 1-10 of 10 datastores
& Data
Name b4 Type Storage name
L Jobs
a
B Components blob_storage_cli Azure Blob Storage amlv2sa
T Pipelines
blobe_storage Azure Blob Storage amlv2sa
£ Environments
© Models twitter Azure Blob Storage twitterstorageaccount’
©> Endpoints workspaceworkingdirectory Azure file share aml2ws3327085631
Manage
o c workspaceartifactstore Azure Blob Storage aml2ws332708563 1
ompute
cﬂ» Linked Services workspacefilestore Azure file share aml2ws3327085631
Data Labeli
a <] workspaceblobstore (Default) Azure Blob Storage aml2ws3327085631

Figure 2.7 - List of datastores created in the workspace

Next, let’s created a blob storage account datastore with the Azure Machine Learning CLL
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Creating a blob storage account datastore through the Azure
Machine Learning CLI

Assuming you have followed the instructions in Chapter 1, Introducing the Azure Machine Learning
Service, to install the Azure CLI and the machine learning extension in your local environment, you
can run the following command to create a blob storage account datastore:

C:\Users’, Documents\Azure ML Book\AMLV2>az ml datastore create --file blobstore.yml --resource-group aml-v2-book --wol
rkspace-name aml2-ws

i

"account_name": "amlv2sa",

"container_name": "datacontainer",

“credentials": {},

"description "Datastore pointing to a blob container.",

t": "core.windows.net",
id zureml:/subscriptions/dcfc206a-203b-4c00-a236-bdf576a37896/resourceGroups/aml-v2-book/providers/Microsoft.MachineLe
arningServices/workspaces/aml2-ws/datastores/blob_storage_cli",
"name" lob_storage_cli",
"protocol”: "https"”,
"resourceGroup”: "aml-v2-book",

{}

: "azure_blob"

Figure 2.8 - CLI command to create a blob storage account datastore

In the preceding command, blobstore.yml isa YAML file schema specifying the datastore type,
name, description, storage account name, and credentials for the storage account, as shown in Figure 2.9:

azureBlob.schema.json

$schema: https://azuremlschemas.azureedge.net/latest/azureBlob.schema.json
name: blob_storage_cli

type: azure_blob

description: Datastore pointing to a blob container.

account_name: amlv2sa
container_name: datacontainer
credentials:

account_key: 7 ., o uimivie, oo G ML e e e

Figure 2.9 - Blob datastore YAML schema file

You can verify that a new blob storage datastore called blob_ storage cli hasbeen created if
you click on the Datastores tab, as shown earlier in Figure 2.7.

Now that you have successfully created a blob storage datastore, within your Azure Machine Learning
workspace, you will be able to use this datastore for multiple data assets. The connection information
to this datastore is securely held within your Azure key vault, and you have a location to store data
as it is generated.
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Creating Azure Machine Learning data assets

Once the previous datastore is created, the next step is to create a data asset. Please note that we will
be using the terms “data asset” and “dataset” interchangeably throughout the chapter. A dataset is a
logical connection to the datastore with versioning and schema management, such as choosing which
columns of the data to use, the types of the columns in the dataset, and some statistics about the
data. Data assets abstract the code from configuring data to be read. Also, data assets are very useful
when we run multiple models as each model can be configured to read the dataset name instead of
configuring or programming how to connect to the dataset and read it. This makes it easier to scale
the model training.

In the following sections, you will learn how to create datasets using the Azure Machine Learning
Python SDK, CLI, and UL Datasets allow us to create versions based on schema changes without
changing the underlying datastore that holds the data. Specific versions can be used within code.
We can also create profiles on the data for each dataset created and stored for further data analysis.

Creating a data asset using the Ul

Azure Machine Learning Studio provides a great interface for creating a dataset through a guided UL
In order to create a dataset using Azure Machine Learning Studio, follow these steps:

1. Gotohttps://ml.azure.com.

2. Select your workspace name.

3. In the workspace UI, click Data and make sure that the Data assets option is selected.

4

Next, click + Create and fill out the Create data asset form, as shown in Figure 2.10, and make
sure to select Tabular in the Type field:

Create data asset

@ Datatype Set the name and type for your data asset
Name * @
Data source titanicdataset-
Description

Data asset description

Type * ©

Tabular v

Figure 2.10 - Create data asset
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5.

On the next screen, select From local files and click Next to see the Select a datastore screen,
as shown in Figure 2.11. Go ahead and select the blob_storage datastore that you created in

the last section.

Create data asset

]
|

]
|

°

Data type

Data source

Storage type

File or folder selection

Settings

Schema

Review

Select a datastore

Choose a storage type and a datastore from the list. You can also create a new datastore.

Datastore type *

‘ Azure Blob Storage v ‘

® Create new datastore

‘ O Search datastore

Name |

twitter
steprunlogblobstore
blobe_storage3
blobe_storage2

@&  blobe_storage

Figure 2.11 - Select a datastore

Storage name

twitterstorageaccount1

aml2ws3327085631

amlv2sa

amlv2sa

amlv2sa

Once the datastore is selected, you are provided with the option to choose the path where the
file is located, as shown in Figure 2.12. For this example, we will use the titanic.csv file,
which can be downloaded from our GitHub repository. Enter the path where you downloaded
and saved the file and then click Next:
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Create data asset

@ Data type Choose a file or folder
| Choose files or folders to upload from your local drive. If you upload multiple folders or files, they will be stored
in a containing folder.
@& Data source
| Upload path
|azureml://subscription5/dcfc206a7203b74c00fa2367bdf5?6.337896/re50urcegmups/amIfVZfbook/work‘.. I}
@ Storage type
| Upload
@ File or folder selection
D Overwrite if already exists
Settings Upload list
titanic.csv © 58.89 KB/58.89 KB
Schema
Review
| Back ‘ Next

Figure 2.12 — Upload your data file

6. Next is the Settings and preview screen. On this screen, the file is automatically parsed, and
options are displayed for the format detected. In our case, it’s a CSV file, and settings for CSV
file format are shown. Check the preview section to validate whether the dataset shows the data
in the right format like identifying columns, header, and values. If the format is not detected,
then you can change the settings for File Format, Delimiter, Encoding, Column headers,
and Skip rows, as shown in Figure 2.13. If the dataset contains multi-line data, then check the
option for Dataset contains multi-line data. Once the settings are configured properly for
your dataset, click the Next button to go to the next section regarding schema:
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Settings and preview
These settings were automatically detected. Please verify that the selections were made correctly or update.

File format

I Delimited ~

Delimiter Example

’ Comma ~ | Field1,Field2,Field3

Encoding

| UTF-8 " I

Column headers

I All files have same headers ~ I
Skip rows
‘ None N |

[ ] Dataset contains multi-line data @

@ Note: Processing tabular files with multi-line data is slower because multiple CPU
cores cannot be used to ingest the data in parallel. Checking this option may result in
slower processing times.

Id =l Passengerld Survived Pclass Name Sex
1 1 0 3 Braund, Mr. Owen male .
Harris
2 2 1 1 Cumings, Mrs. John female
Bradley (Florence
Briggs Thayer)
3 3 1 3 Heikkinen, Miss. Laina  female
4 4 1 1 Futrelle, Mrs. Jacques  female .
4 3

Figure 2.13 - Settings and preview screen

On this screen, the system will identify the schema of the data and display it for review, allowing
changes as needed. Typically, a CSV or text file may require schema changes. As an example, a
column may have an incorrect data type, so be sure to select the correct data type.

Important note

The first 200 rows are used to detect the column type. If the dataset has a column type mismatch,
consider cleaning your dataset before registering using a Jupyter notebook.
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Here are the available data type formats:

* String
* Integer
* Boolean

* Decimal (dot %)
* Decimal (comma %)
= Date

Figure 2.14 shows the schema information for your dataset. Check the Type header dropdown
to see the available data types:
Schema

Column types are auto-detected based on the first 200 rows of the data. Please make any necessary adjustments. Values not
aligning with the specified column type will fail conversion and would be either null-filled or replaced with error value.

l A Search

Include Column name Properties © Type :
@ Path Not applicable to selected type v String v
0 Passengerld Not applicable to selected type
c Survived Not applicable to selected type
@ Pelass Not applicable to selected type v
c Name Not applicable to selected type
0 Sex Not applicable to selected type
@ Age Not applicable to selected type Decimal (dot ") v
0 SibSp Not applicable to selected type
c Parch Not applicable to selected type
@ Ticket Not applicable to selected type v

Back Next

n
o
3
a
.3

Figure 2.14 — Schema screen

7. Scroll down and review all the columns. For your registered data asset, you can choose to
include or exclude a given column. The option to Include is available per column, as shown
in Figure 2.14. This screen also includes the option to Search a column. Once the screen is
properly configured for your data asset, click Next.
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8. Next is the Review screen. Confirm all the settings that were selected previously are correct
and then click Create:

Create data asset

Data type

Data source

Storage type

File or folder selection

Settings

Schema

* — 0 —0— 90 —0—0—09

Review

Review
Review the settings for your data asset and make any changes as needed.
Data type & Schema &
Name Passengerld Integer
test
Survived Integer
Description
- Pclass Integer
Type Mame String
tabular
Sex String
Data source s (showing 5 of 13 columns)
Type
Local
File selection &
Upload path
azulcmla’fsubscriptisrsm
resourcegroups/aml-v2-book/workspaces/aml2
we/datast fblobe_storage/paths/Ul/2022-12

071_210737_UTC/titanic.csv

Files uploaded
titanic.csv

Figure 2.15 — Confirm review screen

During the review, if any changes are required, click the Back button and change the settings.

9. Once the data asset creation is complete, you will see the t itanicdataset data asset page,
which includes different options, such as Explore, Consume, and Generate Profile.

10. Click on the Consume option, as shown in Figure 2.16, to review the code for retrieving your
registered dataset by name and displaying a pandas dataframe from your dataset:
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titanicdataset %

Details Consume Explore Models Jobs

[ Newversion ~ () Refresh P Generate profile  @; Unregister

11.

Sample usage [
# azureml-core of version 1.8.72 or higher is required
# azureml-dataprep[pandas] of version 1.1.34 or higher is required

from azureml.core import Workspace, Dataset

subscription_id = 'dcfc286a-283b-4c88-a236-bdf376a37896"
resource_group = 'aml-v2-book’
workspace_name = "aml2-ws'

workspace = Workspace(subscription_id, resource_group, workspace_name)

dataset = Dataset.get_by_name(workspace, name="titanicdataset’)
dataset.to_pandas_dataframe()

Figure 2.16 - Consuming the data asset using Python

The code shown in Figure 2.16 can be copied and pasted directly into an Azure Machine
Learning notebook and run on your Azure Machine Learning compute instance, as discussed
later in the chapter.

Within the Consume option for the registered dataset, you can select the Generate profile
option to begin a guided tour through profiling your dataset, as shown in Figure 2.17:

Generate profile

Select compute type

’ Compute instance |

Select Azure ML compute instance

| devbox32 - Stopped |

Profile output location (D

@ Default workspace storage
O Datastore

Select an existing Azure Blob datastore with credentials

Generate Cancel

Figure 2.17 — Generate profile screen
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12. If you want to create a new version of the dataset, click New Version.

13. There is also the Explore option to view a sample of the data set. Only the first 50 rows are shown:
[ Newversion ~ () Refresh P Generate profile %@ Unregister

Preview Profile

Number of columns: 12 Number of rows: 50 (of 891)

=l1d =l Passengerld =] Survived =] Pclass Name Sex 00 Age

1 1 0 3 Braund, Mr. Owen male 22
Harris

2 2 1 1 Cumings, Mrs. John female 38
Bradley (Florence
Briggs Thayer)

3 3 1 3 Heikkinen, Miss. Laina  female 26

4 4 1 1 Futrelle, Mrs. Jacques  female 35

Heath (Lily May Peel)

5 5 0 3 Allen, Mr. William male 35
Henry

6 6 0 3 Maran, Mr. James male null

7 7 0 1 McCarthy, Mr. male 54

Figure 2.18 — Explore screen

In this section, we showed you how to create data assets using the Ul In the next section, we will
show you how to create data assets using the Python SDK.

Creating a data asset using the Python SDK

In this section, we will show you how to create a data asset using the Python SDK. As mentioned in
the previous section, you can create data from datastores, local files, and public URLs. The Python
script to create a data asset from a local file (for example, titanic. csv) is shown in Figure 2.19.
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Please note that in the following code snippet, type = AssetTypes.mltable abstracts the
schema definition for the tabular data, making it easier to share datasets:

from azure.ai.ml.entities import Data
from azure.ai.ml.constants import AssetTypes

# my_path must point to folder containing MLTable artifact (MLTable file + data
# Supported paths include:

# Local: "./<path>’

# blob: ‘https://<account _name>.blob.core.windows.net/<container name>/<path>’
# ADLS gen2: "abfss://<file_system>@<account_name>.dfs.core.windows.net/<path>/"
# Datastore: "azureml://datastores/<data store name>/paths/<path>’

my path = './my data/’

my_data = Data(
path=my_path,
type=AssetTypes.MLTABLE,
description="description”,
name="titanic-mltable-sdk",

version="1"

)
ml_client.data.create_or_update(my_data)

Uploading my_data (@.86 Mes): 1ee% | cece7/cece7 [ee:ee<ee:ee, 976124.87it/s]

Data({ 'type"': 'mltable’, "is_anonymous': False, "auto_increment_version': False, "name': 'titanic-mltable-sdk', 'descriptio
n': ‘description’, "tags': {}, 'properties': {}, 'id": '/subscriptions/dcfc2@6a-203b-4ce8-a236-bdf576a37896/resourceGroups/a
ml-v2-book/providers/Microsoft.MachinelLearningServices/workspaces/aml2-us/data/titanic-mltable-sdk/versions/1', 'base_path':
"./", 'creation_context': <azure.ai.ml._restclient.v2822 @85 @1.models._models_py3.SystemData object at @x7f836df7cloe>, 'ser
ialize': <msrest.serialization.Serializer object at ex7f838241813@>, 'version': '1', 'latest_version': None, 'path’': 'azurem
1://subscriptions/dcfc2@6a-283b-4c88-a236-bdf576a37806/ resourcegroups/aml-v2-book/workspaces/aml2-ws/datastores/workspaceblo
bstore/paths/LocalUpload/3d965967cdc59f53b78edcdal3l3cedal /my_data/', ‘referenced_uris’: None})

Figure 2.19 - Creating a data asset via the Python SDK

Inside the my data folder, there are two files:

o 'The actual data file, which in this caseis titanic.csv

o Themltable file, which is a YAML file specifying the data’s schema so that the mltable engine
can use it in order to materialize the data into an in-memory object such as pandas or DASK

Figure 2.20 shows the ml1table YAML file for this example:
: mltable

: ./titanic.csv

: ascii
: all files_same_headers

[
E ]

Figure 2.20 - The mltable YAML file for creating an mltable data asset
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If you head back to the Data tab under Data assets, you will see that a new dataset called titanic-
mltable-sdk has been created with its type set to Table(mltable) and its version to 1.

In this section, we showed you how to create a data asset using the Python SDK. In the next section,
you will learn how to consume a data asset.

Using Azure Machine Learning datasets

During this chapter, we have covered what an Azure Machine Learning datastore is and how to
connect to a variety of supported data sources. We created connections to Azure Machine Learning
datastores using Azure Machine Learning Studio, the Python SDK, and the Azure CLI. We have just
covered Azure Machine Learning datasets, a valuable asset for your ML projects. We went through
how to generate Azure Machine Learning datasets using Azure Machine Learning Studio and the
Python SDK. Once an Azure Machine Learning dataset is created, it can be used throughout your
Azure Machine Learning experiments, which are called jobs.

Figure 2.21 shows a code snippet for materializing the mltable artifact into a pandas dataframe. Please
note that you need the m1table library installed in your environment (using the pip install
mltable command).

import mltable
tbl = mltable.load(uri="./my_data")
df = tbl.to_pandas_dataframe()

df
Passengerid Survived Pclass MName  Sex Age SibSp Parch Ticket Fare Cabin Embarked
0 1 0 3 Braund, Mr. Owen Hamis  male 22 1 0 A521171 725 None s
1 2 1 4 Cumings, Mrs. Jon Bradley (Florence BI00S reyze 3 1 0 PC 17500 712833  C85 c

; ) STON/OZ.

2 3 1 3 Heikkinen, Miss. Laina female 26 0o 0 N 7925 MNane s
3 4 1 1 Futrelle, Mrs. Jacques Heath (Lily May Peel) female 35 1 0 13803 531 ci:d s
4 5 0 3 Alen, Mr. Willam Henry  male 35 0o 0 373450 805 None s
886 887 0 2 Montvila, Rev. Juozas ~ male 27 0 0 211536 13 None s
887 888 1 1 Graham, Miss. Margaret Edith female 19 0 0 112053 0 B2 s
888 889 0 3 Johnston, Miss. Catherine Helen "Carrie” female None 1 2 WIC.6607 2345 None s
889 890 1 1 Behr, Mr. Karl Howell  male 26 0 0 111369 30 cl4s c
890 891 ] 3 Dooley, Mr. Patrick male 32 0 0 370376 7.75 None Q

891 rows x 12 columns
Figure 2.21 — Materializing the mltable artifact into a pandas dataframe

Now let’s see how to use a data asset inside an ML job, which will be covered in the next section.
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Read datain a job

An Azure Machine Learning job consists of a Python script, which could be simple data processing or
a complex code for model development, a Bash command to specify tasks to be performed, the inputs
and outputs of the job, the Docker environment specifying the runtime libraries required to run the
job and a compute where the Docker container would run on. The code that is executed inside a job
will probably need to use a dataset. The primary way to pass data to an Azure Machine Learning job
is by using datasets.

Let’s walk you through the steps needed to run a job that takes a dataset as input:

1. Create an Azure Machine Learning environment, which is where your process to train a model
or process your data takes place. Figure 2.22 shows the code snippet to create an environment
called env_docker conda, which will be used in step 4:

M from azure.ai.ml.entities import Environment

env_docker_conda = Environment(
image="mcr.microsoft.com/azureml/openmpi3.1.2-ubuntul8.04",
conda_file="env-mltable.yml"
name="mltable",
description="Environment created for consuming MLTable.",

)
ml_client.environments.create_or_update(env_docker_conda)

Environment({'is_anonymous': False, 'auto_increment_version': False, 'name': 'mltable', 'description': 'Environment created
for consuming MLTable.', 'tags': {}, 'properties': {}, 'id': '/subscriptions/dcfc206a-203b-4c00-a236-bdf576a37896/resourceGr
oups/aml-v2-book/providers/Microsoft.MachineLearningServices/workspaces/aml2-ws/environments/mltable/versions/1', 'base_pat
h': "./', 'creation_context': <azure.ai.ml._restclient.v2022_05_01.models._models_py3.SystemData object at 0x7f836cdb8fdo>
‘serialize': <msrest.serialization.Serializer object at ©x7f836cda9760>, 'version': 'l', 'latest_version': None, 'conda_fil
e': OrderedDict([('channels', ['conda-forge']), ('dependencies', ['python=3.8"', 'pip=21.2.4', OrderedDict([('pip', ['mltabl
e', 'pandas==1.3.0'])])]), ('name', 'mltable-env')]), 'image': 'mcr.microsoft.com/azureml/openmpi3.1.2-ubuntul8.04', 'buil
d': None, 'inference_config': None, 'os_type': 'Linux', 'arm_type': 'environment_version', 'conda_file_path': None, 'path':
None, 'upload_hash': None, 'translated_conda_file': None})

Figure 2.22 - Creating the Azure Machine Learning environment

In the preceding code, env-mltable.yml, which is shown in Figure 2.22, is a YAML file
defining the Python libraries that need to be installed in the environment:

: mltable-env

conda-forge

python=3.8

pip=21.2.4

- mltable
- pandas

Figure 2.23 — Environment specification YAML file
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Write a Python script to process your data and build a model. For this chapter, we will show
you a simple Python script that takes an input dataset, converts it to a pandas dataframe, and
then prints it. Figure 2.24 shows the script saved in a file called read_data.py, which will
be used in step 4:

import argparse
import mltable

parser = argparse.ArgumentParser()
parser.add_argument("--input_data", type=str)
args = parser.parse_args()

tbl = mltable.load(args.input_data)
df = tbl.to pandas_dataframe()
print(df)

Figure 2.24 - Python script processing the input dataset

Create an Azure Machine Learning compute cluster where the Azure Machine Learning
containerized job will be submitted. Figure 2.25 shows the Python script to create a compute
cluster called cpu-cluster by specifying its type and the minimum and maximum number
of nodes:

from azure.ai.ml.entities import Computelnstance, AmlCompute

compute_cluster = AmlCompute(
name="cpu-cluster”,
type="amlcompute”,
size="STANDARD_DS3_v2",
location="eatus",
min_instances=@,
max_instances=2,
idle_time_before_scale_down=128,

)

ml_client.begin_create_or_update(compute_cluster)

Figure 2.25 — Create Azure Machine Learning compute cluster
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Now you have all the necessary pieces to construct an Azure Machine Learning job and submit
it for execution. Figure 2.26 shows the Python script for creating an Azure Machine Learning
job called job. This job is essentially a Docker container containing your Python code in
read_data.py, which is taking your previously created input dataset and is submitted to
the compute cluster you created:

azure.ai.ml import command
azure.ai.ml.entities import Data
azure.ai.ml import Input
azure.ai.ml.constants import AssetTypes

# Possible Paths for Data:

# Blob: https://<account_name>.blob.core.windows.net/<container_name>/<folder>/<file>
# Datastore: azureml://datastores/paths/<folder>/<file>

# Data Asset: azureml:<my_data>:<version>

# for example you can use either one of the following paths:
# inputs = {"input_data”: Input(type=AssetlTypes.MLTABLE, path="./my_data/")}

# or

inputs = {"input_data": Input(type=AssetTypes.MLTABLE, path="azureml:titanic-mltable-sdk:2")}

job =
code=".", # Local path where the code is stored
command="python read_data.py --input_data ${{inputs.input_data}}",
inputs=inputs,
environment=env_docker_conda,
compute="cpu-cluster”,

)

command (

# submit the command

returned_job = ml_client.jobs.create_or_update(job)
# get a URL for the status of the job
returned_job.services["Studio”].endpoint

Warning: the provided asset name 'mltable’ will not be used for anonymous registration
Warning: the provided asset name 'mltable’ will not be used for anonymous registration
Uploading chapter 2 (9.09 MBs): 1e00%| BN sc455/86455 [00:00<00:00, 225024.44it/s]

"https://ml.azure.com/runs/boring_neck_ jmc85444kw?wsid=/subscriptions/dcfc206a-203b-4c@B-a236-bdf576a37896/resourcegroups/am

1-v2-

book/workspaces/aml2-ws&tid=72f988bf-86f1-41af-91ab-2d7cd@11db47"

Figure 2.26 — Creating an Azure Machine Learning job

The output of the Jupyter notebook cell is a link to the job in Azure Machine Learning Studio,
which displays the job’s overview, its status, the Python code, and the output of the job. If you
navigate to this link and click on Outputs + logs, then std_log.txt under user_logs, you will
see the output generated by the Python code, which is printing the input dataset to the standard
log, as shown in Figure 2.27:



Summary

Microsoft > aml2-ws > Jobs code calm_river_57mrgdblyn

(@ Thisjob is using the new compute runtime to improve performance. You can expect to see a different log structure along with the new runtime.

calm_river 57mrg4blyn & ¥ @ Completed

Overview ~ Metrics  Images  Childjobs  Outputs + logs ~ Code  Explanations (preview) Fairness (preview)  Manitoring (preview)
() Refresh Connect to compute ¢ Edit and submit - Create model Cancel [i] Delete L Download all @D Enable log streaming (@ ) Word wrap
/C- « B std_log.txt X
> o logs 1 PassengerId Survived Pclass ... Fare Cabin Embarked
2 e 1 o 3 ... 7.25 Nonme 5
> M system_logs 31 2 1 71.2833 (85 C
4 2 3 1 ] 7.925 MNone s
> & user_logs 5 3 4 1 1 53.1 c123 s
© B sdlgut 6 4 H ® 3 8.85 None s
2 886 887 ® 2 13 None s
9 887 288 1 1 38 B42 s
18 283 239 ® 3 23.45  None s
11 239 208 1 1 38 C148 c
12 899 891 o 3 7.75 Nonme Q

14 [891 rows x 12 columns]

Figure 2.27 — Output of the Azure Machine Learning job after successful execution

Let’s summarize the chapter now.

Summary

In this chapter, you have explored Azure Machine Learning datastores, which enable you to connect
to datastore services. You have also learned about Azure Machine Learning datasets, empowering you
to create a reference to a location within a datastore. These assets within Azure Machine Learning can
be created through the Ul for a low code experience, as well as through the Azure Machine Learning
Python SDK or the Azure Machine Learning CLI. Once these references are created, datasets can be
retrieved and used through the Azure Machine Learning Python SDK. Once the dataset has been
retrieved, it can easily be converted into a pandas dataframe for use within your code. You have also
seen how to use datasets within an Azure Machine Learning job by passing them as input to the job.

In Chapter 3, Training Machine Learning Models in AMLS, you will explore training models; experiments
will become a key asset in your toolbelt, enabling traceability as you build your model in AMLS.
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Training Machine Learning
Models in AMLS

Training Machine Learning (ML) models in Azure Machine Learning (AML) is key to enabling your
data science workload. Typically, during the model creation process, data is split into test and training
datasets. Models are then built with the training data and evaluated using the test dataset. During
this process, many algorithms are selected and used to answer the question: what model will provide
the best results on an unseen dataset? AML has the capability to log metrics, taking snapshots of the
code that produced a given model performance to enable answering this question. AML comes with a
variety of accelerating capacities. During this chapter, we will focus on the creation of experiments to
train models and on the basic functionality of AML experiments to unlock using compute instances,
compute clusters, and registered datasets.

Model training can be established through the AML Python SDK or the designer for a low-code
experience. During the model training process, different compute resources can be used to accomplish
this task. In this chapter, we will explore using compute instances for basic model training and compute
clusters for a repeatable training environment, as well as through the designer for a low-code experience.

In this chapter, we will learn how to use datasets to build ML models with AML compute and datasets.
We will cover the following topics:

o Training code-free models with the Designer

o Training on a compute instance

o Training on a compute cluster
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Technical requirements

Refer to Chapter 1, Introducing the Azure Machine Learning Service, to create the environment
workspace to use.

The following are the prerequisites for this chapter:

« Have access to the internet.
o Have a web browser, preferably Google Chrome or Microsoft Edge Chromium.

o To access the Azure Machine Learning Service workspace, please go to this address: https://
ml.azure.com. Select the workspace from the drop-down list.

Training code-free models with the designer

In this section, let’s see what options are available for code-free modeling using the designer. The
Designer enables data scientists to create models without the need to write code. It makes it easy for
any data scientist to build and compare models. Within the designer, the development environment is
a graphical user interface that allows right-clicking to change the settings for a given step. The interface
allows not only the development of the model but also one-click deployment to deploy to various
styles of APIs, including real-time or batch endpoints, which are REST APIs that can be consumed
by other business applications or downstream applications.

For example, drag a task to connect to a data source and configure the properties to connect to the
data source. These properties include the dataset name and connection string parameters, including
the username and password.

Creating a dataset using the user interface
Let’s go through the steps to create a dataset using the user interface:

1. Gotohttps://ml.azure.com.
2. Select your workspace name.

3. On the left side of the workspace, select Designer, as seen in the following screenshot:

& Designer

Figure 3.1 — Designer icon

4. Once you are on the Designer screen, you'll see that the screen is divided into two parts. The
top part shows some examples or samples available for anyone to test. All samples use open
source datasets, so anyone can test, develop, and learn from them. The bottom parts show the
experiments you created, and if you click on an experiment, the graph will be shown in the
canvas to the right.


https://ml.azure.com
https://ml.azure.com
https://ml.azure.com
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The designer experience is shown in the following screenshot:

Designer

New pipeline

+ o eiN{s 23 1O1S |~

Wide & Deep based
Recommendation - Restau... (D

Binary Classification using
Vowpal Wabbit Model - A... (D

Regression - Automabile Price
Prediction (Basic) (D

Regression - Automobile Price
Prediction (Compare algori... (D

Easy-to-use prebuilt Image Classification using

DenseNet ©

components

Pipelines
Pipeline drafts  Pipeline runs
O Refresh [ Delete [l Editcolumns ) Reset view
R Search @D viewmyonly  Created by: MeganMasanz V" Allfilters < Clear all
Showing 1-1 of 1 pipeline drafts Page size: | 10
Name % Pipeline type Updated on | Created by

Pipeline-Created-on-04-23-2022 N/A Apr 23,2022 327 PM Megan Masa

Figure 3.2 — Designer experience

mox o
dagrandn
o 4

‘e

Binary Classification with
Feature Selection - Income... (O

5. Before creating an experiment, make sure a compute cluster is created, as shown in Chapter 1,
Introducing the Azure Machine Learning Service, or you can also find it in this chapter where

we show how to create a cluster for remote jobs.

6. Click the + button to create a new experiment:

Designer

New pipeline

_|_

Easy-to-use prebuilt
components (i)

Figure 3.3 — Create a new designer experiment

7. Clicking Create a new pipeline will take you to the designer canvas. First and foremost, we
give the experiment a name. I have provided Classificationsamplel as the name.
Now, we also have to provide a compute target. From the dropdown, select Compute cluster
and then select the cluster that you have created. The cluster can be CPU-based or GPU-based.
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Tip

A compute cluster provides a way to scale compute across multiple VM:s to scale horizontally.
Select CPU or GPU based on the use case. For example, most tabular datasets with less-than-
TB size can use CPU-based clusters. For vision-based workloads, please choose GPU clusters.

8. Select the default data store, which usually would be the Azure Machine Learning service’s
underlying data store. Select workspaceblobstore as your choice and provide experiment details
in the Draft details section. Then, click on the X icon on the right side to see the entire canvas:

m o B C

«

Y Search by name, tags and description ‘

190 assets in total

-

Datasets (88)

-

Sample datasets (16)

-

Custom Component (7)

-

Data Input and Output (3)

» Data Transformation (19)

-

Feature Selection (2)

-

Statistical Functions (1)

» Machine Learning Algorithms (19)

-

Model Training (4)

» Model Scoring & Evaluation (6)

v

Python Language (2)

v

R Language (1)

v

Text Analytics (7)

v

Computer Vision (6)

v

Recommendation (5)

-

Anomaly Detection (2)

v

Web Service (2)

O

+

Classificationsample1

E7 Navigator

@ Autosave on

100%

B K

W 9

Qa o|

X | O Search canvas

Publish

@ Draft autosaved on

Settings

Default compute target @

Select compute type

l Compute cluster

Select Azure ML compute cluster

(oo

&3 Create Azure ML compute cluster

Pipeline parameters &

No parameters selected

Default output settings @

Datastore *

() Refresh Compute

v

New datastore

workspaceblobstore

v

Draft details

Draft name

‘ Classificationsample1

Draft description (optional)

Pipeline created on

Created on

Created by

Figure 3.4 - Create a new designer experiment canvas

Note, from Figure 3.4, that on the left side you have the menu options. This is where we have
all the tasks that can be dragged and dropped onto the canvas to build a model. The menu is
categorized for different operations, such as datasets, data input and output, data transformation,
and ML algorithms. Consider reading the product documentation online for each task and its
properties and functionalities.

Let’s build a model. The first thing you are going to bring is the dataset that you have it registered
from Chapter 2, Working with Data in AMLS. In the left menu, expand Datasets, select the one
to use, and drag and drop it to the canvas.
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Important note

In this chapter, I am going to walk you through a basic ML modeling step.

10.

For this chapter, I have created a Titanic open source data sample and configured as a dataset.
Here is how it looks when you drag and drop it on the canvas. Right-click on the dataset and
the property sheet will show on the right side of the screen. Select Output and view the dataset
sample rows. An option to view the data profile will also be provided:

B TitanicTraining

L/

Figure 3.5 — Dataset on canvas

Now, in the search box of the left menu, type Select Columns in Dataset and drag
and drop it on the canvas, then connect the previous dataset to Select Columns in Dataset.
Now, click Select Columns in Dataset, go to Select columns, and select the Edit columns to
use for modeling. This task allows us to choose which columns we can use:

Select Columns in Dataset

‘ B TitanicTraining ‘ Select columns @ *

Column names: Passengerld,Survived,Pclass,Name,Sex,Age,SibSp,Parch, Ticket,Fare,Cabin,Embarked

i

a; Select Columns in Dataset

- ’ Output settings

11.

O Run settings
Comment

Component information

Figure 3.6 - Select Columns in Dataset

In the Edit Columns section, choose the columns we need. There are options to select all
columns, all features, or all labels or choose by name. For the preceding sample, we chose to
select by column name and selected columns from the list.

The next transformation is going to be for cleaning data. This is a common task to perform to
get rid of unwanted rows that have no values, null values, and so on. Type Clean Missing
Data in the search box and drop it on the canvas, then connect it to the previous task, in this
case, Select Columns in Dataset:
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Clean Missing Data X

B TitanicTraining Columns to be cleaned @ * Edit column

Column names: Passengerld,Survived,Pclass,Name,Sex,Age,SibSp,Parch, Ticket,Fare,Cabin,Embarked

Minimum missing value ratio @ *

‘ G Select Columns in Dataset ‘ ’ 00 ® I
I Maximum missing value ratio ® *
E @]

‘ B Clean Missing Data ‘

Cleaning mode @ *

l Custom substitution value v |

Replacement value @

E o]

Generate missing value indicator column @ *

’ False - |

Figure 3.7 - Clean Missing Data

12. Click Edit column and select the columns or features to clean. Feature or column selection
can be either by rule or by name. When you click on the text box, a list will pop up, as shown
in Figure 3.8. Select the columns or features you need to model. In this example, select all
the columns:

Passengerld

Survived
Pclass
Name
Columns to be cleaned X
Sex
Select columns @ With rules O By name
Age

Allow duplicates and preserve column order in selectic sjbsp

[ Parch
Include Column names 4 ‘
| Ticket

‘ Fare

‘ Cabin

Figure 3.8 — Edit column
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13. Now that we have done some feature engineering, it’s time to split the data for training and
testing. It’s a very common practice during ML to split the dataset into training and testing.
Usually, the split is 70% training and 30% testing. Type Split Data in the search box and
drag and drop it on the canvas to connect it to the previous task. The property sheet will show
up on the right. For Splitting mode, select Split Rows. For Fraction of rows in the first output
dataset, type in 0. 7. This setting allows us to split the dataset into 70% for training and the
remaining 30% for the test dataset.

The Split Data activity enables you to choose the split, whether the split should be randomized,
the seed used for splitting, and whether the split should be stratified, as shown in the
following screenshot:

Split Data

8 TitanicTraining Splitting mode @ *

I Split Rows

Fraction of rows in the first output dataset ® *

| 0.7

@, Select Columns in Dataset

Randomized split @ *

I True

Random seed @ *

\' | 123

O ’ Stratified split ® *

G Clean Missing Data ’

& split Data

False

Output settings
Run settings
Comment

Component information

Figure 3.9 - Split Data
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14. After Split Data, we need to add the ML algorithm to use for modeling. In the search box of
the menu, type in Two-Class Boosted Decision Tree and dragand drop it onto
the canvas. Since this is a simple survived ML task, we are choosing two-class boosted decision
tree. You can select another two-class algorithm as needed. Once the algorithm is selected, we
need to configure its parameters. Typically, you can leave most as the default values, as these
parameters are chosen based on statistics of various model runs. You should ensure that you

set your random seed as shown in Figure 3.10.

The following screenshot showcases the parameters to set for Two-Class Boosted Decision Tree:

ﬁ TitanicTraining

B select Columns in Dataset

% Clean Missing Data

& Twe-Class Boosted Decision Tree @ Split Data

Train Model

Two-Class Boosted Decision Tree

Create trainer mode @ *

[ SingleParameter

Maximum number of leaves per tree & *

‘20

Minimum number of samples per leaf node @ *

\10

Learning rate @ *

‘ 0.2

Number of trees constructed @ *

‘ 100

Random number seed &

‘ 1234

Qutput settings
Run settings
Comment

Component information

Figure 3.10 - Two-Class Boosted Decision Tree
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15. Now;, on the left menu, in the search box, type in Train Model and drop it onto the canvas.
For Train Model, we need to connect to two inputs, which are one from the model output and
the other from the first output of Split Data. Make sure the algorithm and training data are
connected. Then, select Train Model and the label column to predict.

16. Select Edit Column and then set Label column to Survived. Model explanations is a feature
that allows us to enable model expandability:

Selection tool

|

8 TitanicTraining

|

% Select Columns in Dataset

B Clean Missing Data

>,

‘ & Two-Class Boosted Decision Tree ’

& split Data

—

i

ge Train Model

Figure 3.11 — Train Model

Train Model

Label column @ *

Column names: Survived

Model explanations @

’ False

Output settings
Run settings

Comment

‘ Component information
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17. Now, you can score the model. Go to the left menu and in the search box, type in Score
Model and drag and drop it onto the canvas. Score Model must be connected to two outputs.
The first input should be connected to the output of Train Model and the second input has to
be connected to Split Data’s second output. Score Model takes the training output model and
then consumes the test dataset to score the test dataset:

t & Clean Missing Data Score Model

Append score columns to output @ *

| True

& Two-Class Boosted Decision Tree ‘ a Split Data ‘
Output settings
Run settings
Train Model
Comment
\ Component information

‘ |: Score Model ‘

3

‘ [:=* Evaluate Model

Figure 3.12 - Score Model

18. Now, the last step here is adding the Evaluate Model output and getting the model accuracy
scores. For this, from the left menu, drag and drop Evaluate Model onto the canvas. For
Evaluate Model, the first input should be connected to the Score Model output. There are no
settings for this task:
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‘ £ Clean Missing Data ’
\ -
& Two-Class Boosted Decision Tree ’ ‘ & split Data ’

‘ Train Model

v\ |
')
S A\

‘ |2 Score Model ’

Q

S
‘ |-% Evaluate Model

Figure 3.13 - Evaluate Model

19. Now, click Save on the canvas. We have now completed our development of the model. In the
upper-right corner, you will see a button for Submit:

Figure 3.14 — Submit experiment
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20. Click on Submit and provide a name for the experiment:

Set up pipeline run X

Experiment

O Select existing @ Create new

New experiment name * @

Classificationsample

Job description

Pipeline created on 20220117

Continue on failure step

Compute target

Default cpu-cluster

Figure 3.15 - New experiment

21. Then, click Submit. The system will take some time to start the compute cluster and then run
the experiment. Provide the experiment name as Classificationsamplel. Provide a
job description for the experiment, which is optional. Leave Compute target as Default as we
selected at the beginning of the experiment. Wait for the experiment to complete. Once the
experiment is started, you should see the following screenshot:

Cancel run Publish

) Running View run overview

Figure 3.16 — Experiment status



Training code-free models with the designer 79

Optionally, you can also see the run details by clicking on Jobs, and then for Classificationsamplel,
click on its latest job.

22. Once the experiment is completed, you should see all the tasks in green, as per the
following screenshot:

8 TitanicTraining ‘

|

8; Select Columns in Dataset

{

5 Clean Missing Data
Completed

—

Completed

& Two-Class Boosted Decision Tree & split Data
Completed Completed
)

Train Model ‘

— |

[*X Score Model

Completed

Completed

|} Evaluate Model
Completed

Figure 3.17 — Experiment completed

By clicking on the Evaluate Model task, we can review the results of the Evaluate Model task.
In our case, I am only going to show Evaluate Model to see the confusion matrix and the
Receiver Operating Characteristic (ROC) curve:
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Figure 3.18 - ROC curve

In addition to reviewing the ROC curve, we can also review the confusion matrix, as shown
in the following screenshot:

Threshold ﬁ) 0.5 Actual

Accuracy 0.794
Precision 0.81

Recall 0.692
F1Score 0.747

Predicted

AUC  0.851

Figure 3.19 — Confusion matrix
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In this section, we saw how to train a model using the Designer in AMLS. Using the Designer, we
can train the model using the drag-and-drop interface, as well as carrying out feature engineering to
provide an improved model. As a follow-up, take a look at each task in the user interface.

In the next section, you will learn how to train a model by writing Python code and running it on a
compute instance.

Training on a compute instance

You can train a model on a compute instance or on a compute cluster. In this section, we will use our
existing compute instance before continuing with training on a compute cluster.

To begin working with a compute instance, we will need to turn on the compute instance that was
created in Chapter 1, Introducing the Azure Machine Learning Service.

Follow these steps to train a model on a compute instance within AMLS:

1. Gotohttps://ml.azure.com.
2. Select your workspace name.

3. On the left side of the workspace, click Compute:

L Compute

Figure 3.20 - Compute instance icon

4. On the Compute screen, select your compute instance and select Start:

-+ New () Refresh| (® Start Stop Restart [i] Dele

£ Search

° Name w State

®  amidevcomp © Stopped

Figure 3.21 — Start compute

Your compute instance will change from Stopped to Starting status. Once the compute instance
moves from Starting to Running status, it is ready for use.
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8.
9.

Click on the Terminal blue hyperlink under applications.

This will open the terminal on your compute instance. Note your user will be included in the
directory path. Type the following into the terminal to clone the sample notebooks into your
working directory: https://github.com/PacktPublishing/Azure-Machine-
Learning-Engineering.git.

Clicking on the refresh icon shown in Figure 3.22 will display the repository in your

O

Figure 3.22 - Refresh

working directory:

After clicking the refresh icon within AML, the cloned repository will be displayed in your
working directory, as shown in the following screenshot:

¥ main v  Azure-Machine-Learning-Engineering / Chapter03 /

Folder ordered

clean_training_data Folder ordered
components Folder ordered
dependencies Folder ordered
outputs Folder ordered
[ ROCcurvepng Folder ordered
[ train-on-compute-cluster.ipynb Folder ordered
[§ train-on-compute-instance.ipynb Folder ordered

Figure 3.23 — Azure-Machine-Learning-Engineering

Clicking on the train-on-compute-instance.ipynb notebook will bring up the notebook.

The code snippet shown in Figure 3.24 enables you to connect to the Azure ML workspace in
your compute instance:


https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering.git
https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering.git

Training on a compute instance

import azure.ai.ml

# import required Llibraries

from azure.ai.ml import MLClient

from azure.identity import DefaultAzureCredential

from azure.ai.ml import command, Input

from azure.ai.ml.entities import (
AzureBlobDatastore,
AzureFileDatastore,
AzureDatalakeGenlDatastore,
AzureDatalakeGen2Datastore,

)

from azure.ai.ml.entities import Environment

# Enter details of your AML workspace
subscription_id =

resource_group = "aml-v2-book"
workspace = "aml2-ws"

# get a handle to the workspace
ml_client = MLClient(
DefaultAzureCredential(), subscription_id, resource_group, workspace

Figure 3.24 — Connecting to the workspace

10. The code snippet shown in Figure 3.25 uses pandas to read in the dataset that is located in the
my data folder and then view it:

import pandas as pd

file_name = os.path.join('../chapter 2/my_data', "titanic.csv")
df = pd.read_csv(file_name)

print(df.shape)

print(df.columns)

(891, 12)

Index(['PassengerId’, 'Survived', 'Pclass’', 'Name', 'Sex', 'Age', 'SibSp’,
‘Parch’, 'Ticket', 'Fare', 'Cabin', 'Embarked'],
dtype='object")

df.head(5)

Passengerld Survived Pclass Name Sex Age SibSp Parch Ticket Fare Cabin Embarked
0 1 0 3 Braund, Mr. Owen Harris male 22.0 1 0 A/5 21171 7.2500 NaN S
1 2 1 1 Cumings, Mrs. John Bradiey (Florence BIggS fernze 350 1 0 PC17599 712833  C85 c

. . STON/O2.

2 3 1 3 Heikkinen, Miss. Laina female 26.0 0 0 3101282 7.9250 NaN S]
3 4 1 1 Futrelle, Mrs. Jacques Heath (Lily May Peel) female 35.0 1 0 113803 53.1000 C123 S
4 5] 0 3 Allen, Mr. William Henry ~ male 35.0 0 0 373450 8.0500 NaN S

Figure 3.25 - Data exploration: Reading in the dataset and viewing the data
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The next cell checks to see what columns have null data have so that we can cleanse the dataset:

1 df.isnull().sum({})
e

PassengerId
survived
Pclass

Names

Sex

Age

SibSp

Parch
Ticket

Fare

=
e |

o
ca
[ B o T s T e o T [ e B s R % R v I ]

Cabin
Embarksd
dtype: inted

Figure 3.26 — Data exploration: View null values in the dataset

11. The Age, Cabin, and Embarked columns in the dataset will require cleansing. Figure 3.27
shows populating the Age column with the median value for a given Pclass and Sex when
the value is null:

1 df["Age'] = df.groupby(['Pclass’, "Sex'])['Age’].apply(lambda =x: x.fillna(x.median()))
2 df.isnull{).sum{)

7

PassengerId
Survived
Pclass

Mame

Sex

Age

5ibsp

Parch
Ticket

Fare

Cabin 637
Embarked 2
dtype: intéd

@I EEEE S S E 3

Figure 3.27 — Data cleansing: Populating the Age column’s null values with the medians for Pclass and Sex
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12.

13.

14.

15.

For Cabin, we can use the first character and treat it as a categorical variable during model
creation to represent the location in the ship. If the value is null, we will replace it with X,
representing an unknown Cabin type, as shown in Figure 3.28:
df['Loc"]= df['Cabin'].apply(lambda x: x[@] if pd.notnull(x) else 'X')
Figure 3.28 — Feature engineering: Populating the Loc column
We will drop the Cabin column, given we have retrieved the useful information from it, and

also remove the Ticket column, as the Loc column will now represent the location within
the ship, as shown in Figure 3.29:

df .drop(["Cabin®, 'Ticket'], axis=1, inplace=True)

Figure 3.29 - Data cleansing: Dropping unnecessary columns

Continuing with feature engineering, we will create a column called GroupSi ze, as groups of
passengers that were family members may have had a greater chance at survival by working together:

df.lec[:, 'Group5ize’] = 1 + df['SibSp"] + df['Parch’]

Figure 3.30 - Feature engineering: Group size

Given the values for the ' Embarked' column are limited, and we only have two rows with
null values, we will arbitrarily set them to the value of ' S', as shown in Figure 3.31:

df['Embarked'] = df['Embarked’].fillna('s")

Figure 3.31 - Data cleansing: Populating null value with a default value
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As shown in Figure 3.32, we will drop the columns that we won't be using during the training process:

LABEL = "Survived’

columns_to_drop = ['Name’,'sibSp', "Parch', "Survived']

df_train = df

df = df_train.drop([ 'Mame', 'SibSp', 'Parch’, 'Passengerld’'], axis=1)

df.head(5)

<\U‘|U‘I-P-LUMI—"

Survived Pclass Sex Age Fare Embarked Loc GroupSize

0 0 3 male 220 7.2500 5 X 2
1 1 1 female 380 T71.2833 C C 2
2 1 3 female 260 7.9250 5 X 1
3 1 1 female 350 53.1000 5 C 2
4 0 3 male 350 8.0500 5 X 1

Figure 3.32 — Data cleansing: Dropping columns not needed for model training

16. We will create a folder to hold our training data, as shown in Figure 3.33. This is not required
but will keep our directories clear:

import os

script folder = os.path.join{os.getcwd(), "clean_training_data")
print({script folder)

os.makedirs(script_folder, exist ok=True)

Figure 3.33 - Folder creation
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The directory can be seen on the left pane in the Notebooks section after clicking on the refresh
button, as shown in Figure 3.34:

rEErEE BN BN BN |

O

clean_training_data
components

dependencies

outputs

ROCcurve.png
train-on-compute-cluster.ipynb

train-on-compute-instance.ipynb

Figure 3.34 - View the clean_training_data folder in the directory

17. With the newly created directory, we can save the dataset to the clean training data
directory, as shown in Figure 3.35:

df.to csv('./clean_training data/titanic.csv’')

df.head(2)

Figure 3.35 - Saving the engineered dataset
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18. We will begin with importing the needed libraries to create a logistic regression model, as

shown in Figure 3.36:
1 import os
2 import sys
3 import argparse
4 import joblib
5 import pandas as pd
B import numpy as np
7
8 from azureml.core import Run, Dataset, Workspace, Experiment
9 from sklearn.compose import ColumnTransformer
1@ from sklearn.impute import SimpleImputer
11 from sklearn.linear_model import LogisticRegression
12 from sklearn.model selection import train_test_split
13 from sklearn.pipeline import Pipeline
14 from sklearn.preprocessing import OneHotEncoder, StandardScaler
15 from sklearn.metrics import roc_auc_score,roc_curve, confusion_matrix
16 import matplotlib.pyplot as plt

Figure 3.36 — Import libraries

After importing the libraries required for our experiment, we will focus on the main method,
which will be called as the code is executed on the compute instance:

def main():

# Start Logging

experiment_name = "titanic_local compute’
mlflow.set_experiment(experiment_name)

# Start Logging

mlflow.start_run()

# enable gutologging
mlflow.sklearn.autolog()

df = pd.read_csv("./clean_training_data/titanic.csv")
mlflow.log_metric(“num_samples", df.shape[@])
mlflow.log_metric(“num_features", df.shape[1] - 1)

model, auc, acc = model_train(’Survived', df)
os.makedirs( 'outputs®, exist_ok=True)

model_file = os.path.join( ' outputs', 'titanic_model.pkl")
joblib.dump(value=model, filename-model file)

# Register the model
# Stop Logging
mlflow.end_run()

if __name_ == "_ main_ ":

main()

Figure 3.37 — Main module of the experiment
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Using MLflow, which is an open source ML framework to manage an end-to-end ML life cycle
and is fully integrated with AMLS, we will create an experiment named 'titanic_local
compute ', which can be seen in Figure 3.37 inside the main method. If it does not exist the
first time the notebook is run, it will be created in the AML workspace. This experiment can be
viewed on the Jobs tab. Next, we use themlflow. start_run () method, which will begin a
new run within the experiment. Using themlflow. sklearn.autolog() andmlflow.
log_metric () methods, we can log parameters and ML metrics for the current run.

Next, we will discuss the model train function, as shown in Figure 3.38:

def model_train(LABEL, df):
y_raw = df[LABEL]
X_raw = df.drop([LABEL], axis=1)
# Train test split
X_train, X test, y train, y test = train_test split(X_raw, y raw, test size=8.3, random state=8)

lg = LogisticRegression(penalty="12", C=1.8, solwer="liblinear")
preprocessor = buildpreprocessorpipeline(X_train)

#estimator instance

clf = Pipeline(steps=[( preprocessor’, preprocessor),
('regressor’, 1g)])

model = clf.fit(X_train, y_train)

# calculate AUC

y_scores = model.predict_proba(X_test)

auc = roc_auc_score(y_test,y scores[:,1])

print("AUC: " + str(auc))

mlflow.log metric(“AUC:", auc)

# calculate test accuracy

y_hat = model.predict(X_test)

acc = np.average(y_hat == y_test)
print(Accuracy:’, acc)

mlflow.log _metric("Accuracy:", acc)

# plot ROC curve

fpr, tpr, thresholds = roc_curve(y_test, y_scores[:,1])
fig = plt.figure(figsize=(6, 4))

# Plot the diagonal 58% Line

plt.plot([e, 1], [6, 1], "k--)

# Plot the FPR and TPR achieved by our model
plt.plot(fpr, tpr)

plt.xlabel('False Positive Rate')
plt.ylabel( True Positive Rate')
plt.title('ROC Curve')

plt.show()

Figure 3.38 - Model _train

A logistic regression model is created in the model train function, as shown in Figure 3.38.
The inputs and the response variable are separated and a train-test split is applied using the
sklearn library. The model is fitted and the AUC and accuracy are printed as outputs in
the notebook, but also leveraging the MLflow framework, they are logged to the experiment
as output. In addition to logging key metrics and parameters as part of an experiment, figures
associated with these metrics will be automatically logged using MLflow, which we will look
at later in this section.
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19.

20.

21.

Given the training has been handled, we also want to include a preprocessor pipeline to handle
data transformation as part of our pipeline, as shown in the following screenshot:

def buildpreprocessorpipeline(X_raw):

categorical features = X_raw.select_dtypes(include=[ object']).columns
numeric_features = X_raw.select dtypes(include=['flost','int64']).columns

categorical_transformer = Pipeline(steps=[('imputer', SimpleImputer(strategy='constant', fill value="missing")),
(*onehotencoder', OneHotEncoder(categories='auto', sparse=False, handle unknown="ignore'})])
numeric_transformer = Pipeline(steps=[('scaler', Standardscaler(})])
preprocessor = ColumnTransformer(
transformers=[
(‘numeric', numeric_transformer, numeric_features),
('categorical’, categorical transformer, categorical features)

], remainder="drop")

return preprocessor

Figure 3.39 - Preprocessor

We have incorporated a preprocessor pipeline to handle data transformation, as shown in
Figure 3.39. Creating a pipeline for data transformation ensures that when we score unseen
data, the same transformations that were applied to our training dataset will be applied to the
testing data, and to the new data the model hasn’t seen before. This enables model deployment
to use the same transformations in a deployed model when we get to that step.

Within the model train method, after plotting the ROC curve, we use the confusion
Matrix () method to calculate the confusion matrix for the run of the experiment, which
will also be logged automatically within AML, as shown later in the section.

This experiment was run directly on the AML compute instance as cells are executed in the
notebook. Print statements and p1t . show provide output directly in the notebook, as shown
in Figure 3.40, but the Azure Machine Learning service has also captured this information
within an experiment run, so when a notebook is cleared out, key metrics for model evaluation
are not lost:

Starting experiment: titanic_local compute
AUC: @.8492261984761984
Accuracy: ©.8897814925373134

ROC Curve

10 A

0.8 4

0.6

0.4 4

Tue Positive Rate

0.2

0.0 4

T T T
0.0 0z 04 06 08 10
False Positive Rate

Registering model...
Model trained and registered.

Figure 3.40 — Notebook output
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22. On the left pane, by clicking on the Jobs icon, we can see titanic_local_compute under
Experiment as a blue hyperlink. By clicking on this experiment, we can drill into an overview
of the different runs of our experiment, as shown in Figure 3.41:

© Running: 0 @ Completed: 15 €) Failed: 0 €3 Canceled: 1 @ Queued: 0 () Other: 0

Accuracy b Z W/ AUC
1.5000 1.5000
& 1.0000 w 1.0000
5 . L] =] L]
g a
<0.50000 0.50000
0.0000 0.0000
23:00 23:30 00:00 00:30 01:00 23:00
Jan 23, 2022 Jan 24, 2022 Jan 23, 202
Run created time
@ Show only selected rows (2 selectede)
Display name b ¢ Status Last{Accuracy)  Last{AUC) Compute target
@  witty kitchen rb0dmi8s @ Completed 081 0.849 local
(] placid_star_djtb18f6 @ Completed 0.81 0.849 local

Figure 3.41 — Experiment run output

23. Clicking on the display name of a given run in the experiment provides details regarding the
experiment run, as shown in Figure 3.42:

Microsoft > aml2-ws > Jobs > titanic local_compute 3 purple flag 6q00jks9

purple_flag_6q00jks9 ¢ ¥ @ Completed

Overview Metrics Images Child jobs QOutputs + legs Code ns (p! Fairness (p
() Refresh Access training applications Resubmit -~ Register model Cancel [i] Delete
Properties
Status Script name
@ Completed -
Created on Created by

Aug 1, 2022 3:01 PM

Start time Experiment

Aug 1, 2022 3:01 PM titanic_local_compute
Duration Arguments

5411s None

Compute duration Registered models
5411s None

‘Compute target See all properties
None [ Raw JSON

Name

cba366cf-d53c-437¢-873d-81763c6157ed

Figure 3.42 - Run details
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24. By clicking on the Metrics tab, we can see our AUC and Accuracy values, as logged for the
run of the experiment in Figure 3.43. This enables a data scientist to easily compare models to
understand how changes to the model impact performance, accelerating model development:

purple_flag_6q00jks9 ¢ 7 @ Completed

Overview Metrics Images Child jobs Outputs + logs Code

() Refresh Access training applications Resubmit -+ Register model

. The experiment is not runnin i
Select a metric g 2 e View as: @ Chart O Table

of the data.
O Search Accuracy: AUC:
0.8097015 | 0.8492262
Accuracy:

AUC:

Figure 3.43 — Run metrics

25. The Images tab captures the figures associated with model metrics, such as the ROC curve,
precision-recall curve, and confusion matrix, as shown in Figure 3.44:
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purple_flag_6q00jks9 & 7 @ Completed

Overview  Metrics  Images  Childjobs  Outputs +logs  Code  Explanations (preview)  Faimess (preview)  Monitoring (preview)
() Refresh Access training applications Resubmit - Register model Cancel [i] Delete
pel « [& training_confusion_m X

@ [& training_confusion matrixpng

Normalized confusion matrix

[B training_precision_recall_curve.png

[& training_roc_curve.png

0.8

0.7

0.6

0.5

True label

0.4

0.3

0.2

Predicted label
Figure 3.44 — Images tab
This section showed how to train a model using an AML compute instance. The objective is to show

how we can train a model using a code-first approach with common open source libraries to tackle
the task of data engineering, feature selection, and model development.

In the next section, we will use a compute cluster to train a model.

Training on a compute cluster

In the previous section, we showed how to train your model on a compute instance. In this section,
we will show you how to submit your training job to a compute cluster when the training job needs
to scale out. AML has made it extremely easy to run your training code on various compute targets
without the need to change the training script. You need to create an AML pipeline that handles the
data processing, the model training, and registering the trained model, as explained in this section.

The following are the steps to train your model on a compute cluster:

1. Gotohttps://ml.azure.com.

2. Select your workspace name.
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3. On the left side of the workspace user interface, click Compute:
L Compute

Figure 3.45 - Compute icon
4.  On the Compute screen, click on the Compute clusters tab and then click on + New, as shown
in Figure 3.46:

Home > Compute
Compute

Compute instances Compute clusters Inference clusters Attached computes

g,

Scale your compute cluster from a single node to a multi
node workload

Create a single or multi node compute cluster for your training, batch
inferencing or reinforcement learning workloads. Learn mare [@

Figure 3.46 — Creating a new compute cluster

5. The next few screens allow you to create and configure a compute cluster based on your need.
Once done, click on Create, as shown in Figure 3.47:
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Create compute cluster & *
Configure Settings
Configure compule cluster settings far your selected virtual machine size,
@ Virtual Machine
Name Category Cores Available quota RAM Storage Cost/Node
@ Advanced Settings Standard DST1 v2 Memory oplimized 2 16 cores 14 GB 28GB $0.18/hr
Compute name * ) @
‘ amidevcluster
Minimurm number of nodes * (0
o
Maximum number of nodes * (I
E——
Idle seconds before scale down = (7
‘ 120
(@ ) Enable SSHaccess (O
> Advanced settings
Back | Dovnload a template for automation Cancel
Figure 3.47 — Configuring a compute cluster
6. After a few seconds, your new compute cluster will be running, as shown in Figure 3.48:
Microsoft > aml2-ws > Compute
Compute
Compute instances Compute clusters Inference clusters Attached computes
-+ New () Refresh Delete [ Editcolumns ) Reset view 8= View guota
‘ 2 Search
(O IName ¥ State Size Location
basic-example @ Succeeded (0 nodes) STANDARD D53 W2 eastus
cpu-cluster © Succeeded (0 nodes) STANDARD _DS11_v2 eastus

Figure 3.48 - List of compute clusters
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7. Go to your working directory, as shown in Figure 3.49:

(Jo - | B/ chapter3

(i

(O clean_training_data

(O components

[0 dependencies

O outputs

(3 train_remote

& train-on-compute-cluster.ipynb

&' train-on-compute-instance.ipynb

O 0O 000 oo o

(Y ROCcurve png

Figure 3.49 - Working directory

8. Clicking on train-on-compute-cluster.ipynb will bring up the notebook, which is very similar
to the notebook in the previous section. We will not repeat all the steps here again and will only
go through the steps needed to run the training on the remote cluster that you have just created.
To learn more about AML pipelines and submitting remote jobs, please refer to https://
github.com/Azure/azureml -examples.

The code snippet shown in Figure 3.50 is used to create an object to access your AML workspace:

# Enter details of your AML workspace
subscription_id =

resource_group = "aml-v2-book"
workspace = "aml2-ws"

# get a handle to the workspace
ml_client = MLClient(
DefaultAzureCredential(), subscription_id, resource_group, workspace

)
Figure 3.50 - Working directory
9. Next, we will create an AML environment, which is an encapsulated Python environment where

different steps of an ML pipeline, such as the training step, happen. Figure 3.51 shows how to
create a conda environment for your jobs, using a conda.yaml file:


https://github.com/Azure/azureml-examples
https://github.com/Azure/azureml-examples

Training on a compute cluster

import os

dependencies_dir = "./dependencies”
os.makedirs(dependencies_dir, exist_ok=True)

%%writefile {dependencies_dir}/conda.yml
name: model-env
channels:
- conda-forge
dependencies:
- python=3.8
- numpy=1.21.2
- pip=21.2.4
- scikit-learn=0.24.2
- scipy=1.7.1
- pandas>=1.1,<1.2
- pip:
- inference-schema[numpy-support]==1.3.0
- xlrd==2.0.1
- mlflow== 1.26.1
- azureml-mlflow==1.42.9

Overwriting ./dependencies/conda.yml

Figure 3.51 — conda environment

10. The preceding . yaml specification file contains Python packages, which are used in the pipeline.
You can then use this .yaml file to create and register this custom environment in your AML
workspace, as shown in Figure 3.52:

from azure.ai.ml.entities import Environment
custom_env_name = "aml-scikit-learn”

pipeline_job_env = Environment(
name=custom_env_name,
description="Custom environment for Credit Card Defaults pipeline",
tags={"scikit-learn": "0.24.2"},
conda_file=os.path.join(dependencies_dir, "conda.yml"),
image="mcr.microsoft.com/azureml/openmpi3.1.2-ubuntul8.04:latest",
version="1.0",

)

pipeline_job_env = ml_client.environments.create_or_update(pipeline_job_env)
print(

f"Environment with name {pipeline_job_env.name}
is registered to workspace, the environment version is {pipeline_job_env.version}"

Figure 3.52 - Creating and registering a custom environment in AML
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To create an AML component, you need to write a Python script to implement the ML task. This
script can take input data and input parameters, which are used within the code, and output
the results (for example, a transformed dataset or a trained model) to a persistent place, such
as a mounted folder. An output of an ML component can be used as an input to the next step
in the pipeline via its ML component’s input. Once you have the Python script, you can create
the component either programmatically or using a .yaml definition.

11. Next, we need to write a Python script for the data processing step of the pipeline, as shown
in Figure 3.53:

%%writefile {data_prep_src_dir}/data_prep.py

import os

import argparse

import pandas as pd

from sklearn.model_selection import train_test_split
import logging

import mlflow

def main():
"""Main function of the script."""
# input and output arguments
parser = argparse.ArgumentParser()
parser.add_argument("--data", type=str, help="path to input data")
parser.add_argument("--test_train_ratio", type=float, required=False, default=0.25)
parser.add_argument("--train_data", type=str, help="path to train data")
parser.add_argument("--test_data", type=str, help="path to test data")
args = parser.parse_args()

# Start Logging
mlflow.start_run()

print(" ".join(f"{k}={v}" for k, v in vars(args).items()))
print("input data:", args.data)

file_name = os.path.join(args.data)

titanic_df = pd.read_csv(file_name)
print(titanic_df.head(10))

mlflow.log metric("num_samples”, titanic_df.shape[0])
mlflow.log_metric("num_features"”, titanic_df.shape[1] - 1)

titanic_train_df, titanic_test_df = train_test_split(
titanic_df,
test_size=args.test_train_ratio,
)
# output paths are mounted as folder, therefore, we are adding a filename to the path
titanic_train_df.to_csv(os.path.join(args.train_data, "data.csv"), index=True)
titanic_test_df.to_csv(os.path.join(args.test_data, "data.csv"), index=True)
# Stop Logging
mlflow.end_run()

" "

if __name__ == "__main__":

main()

Figure 3.53 — Python script for the data preparation step of the pipeline
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12.

from
from
from
data

Now that we have a script to perform the data processing task, we can create an AML component
from it using the programmatic definition. To create an ML component, we will use the command
class to specify the inputs and outputs of the Python script, the source code directory of the
script, the command line to run the script, and the Python environment where this job will

run, as shown in Figure 3.54:

azure.ai.ml import command
azure.ai.ml import Input, Output
azure.ai.ml.constants import AssetTypes
_prep_component = command (
name="data_prep_titanic_survival",
display_name="Data preparation for training"”,
description="reads a .csv input, split the input to train and test"”,
inputs={
"data": Input(type=AssetTypes.URI_FILE),
"test_train_ratio": Input(type="number"),
1
outputs=dict(
train_data=Output(type="uri_folder", mode="rw_mount"),
test _data=Output(type="uri folder", mode="rw_mount"),
)s
# The source folder of the component
code=data_prep_src_dir,
command="""python data_prep.py \
--data ${{inputs.data}} --test train_ratio ${{inputs.test_train_ratio}}

--train_data ${{outputs.train_data}} --test data ${{outputs.test data}}

nnn

E
environment=f"{pipeline_job_env.name}:{pipeline_job_env.version}",

Figure 3.54 - Creating a data processing component using the command class

\
\

13. Next, we need to write a Python script for the model training step of the pipeline and then

create an AML component from it. Please refer to our GitHub to use the Python code for the
model training. To create an AML component from it, we will be using the .yam1 definition
this time, as shown in Figure 3.55:
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%%writefile {train_src_dir}/train.yml
# <component>
name: train_titanic_survival_model
display_name: Train Titanic Survival Model
# version: 1 # Not specifying a version will automatically update the version
type: command
inputs:
train_data:
type: uri_folder
test_data:
type: uri_folder
learning_rate:
type: number
registered_model_name:
type: string

outputs:
model:
type: uri_folder
code:
environment:

# for this step, we'll use an AzureML curate environment
azureml:AzureML-sklearn-0.24-ubuntul8.04-py37-cpu:21
command: >-
python train.py
--train_data ${{inputs.train_data}}
--test_data ${{inputs.test_data}}
--learning_rate ${{inputs.learning_rate}}
--registered_model_name ${{inputs.registered_model name}}
--model ${{outputs.model}}
# </component>

Figure 3.55 — Creating a model training component using the yaml definition

14. We can load the training component from the .yaml file and then register it to the workspace
using the code snippet shown in Figure 3.56:

# importing the Component Package
from azure.ai.ml import load_component

# Loading the component from the ymlL file
train_component = load_component(path=os.path.join(train_src_dir, "train.yml"))

# Now we register the component to the workspace
train_component = ml_client.create_or_update(train_component)

# Create (register) the component in your workspace
print(
f"Component {train_component.name} with Version {train_component.version} is registered"

)

Figure 3.56 — Loading and registering the model training component
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15. Now that both the data processing and model training components have been created, we

can start coding the pipeline definition, which will be called in a later step. We will use the @
dsl.pipeline decorator to tell the SDK that we are defining an AML pipeline, as shown in
Figure 3.57. As you can see, the compute target is specified here, which is our compute cluster
that we created earlier in this section:

# the dsl decorator tells the sdk that we are defining an Azure ML pipeline
from azure.ai.ml import dsl, Input, Output

@dsl.pipeline(

def

compute=cpu_compute_target,
description="Titanic data-prep and model training pipeline”,

titanic_survival_pipeline(
pipeline_job_data_input,
pipeline_job_test_train_ratio,
pipeline_job_learning_rate,
pipeline_job_registered_model_name,

# using data_prep_function Like a python call with its own inputs
data_prep_job = data_prep_component(

data=pipeline_job_data_input,
test_train_ratio=pipeline_job_test_train_ratio,

# using train_func Like a python call with its own inputs
train_job = train_component(

train_data=data_prep_job.outputs.train_data, # note: using outputs from previous step
test_data=data_prep_job.outputs.test_data, # note: using outputs from previous step
learning_rate=pipeline_job_learning_rate, # note: using a pipeline input as parameter
registered_model_name=pipeline_job_registered_model_name,

# a pipeline returns a dictionary of outputs
# keys will code for the pipeline output identifier
return {

"pipeline_job_train_data": data_prep_job.outputs.train_data,
"pipeline_job_test_data": data_prep_job.outputs.test_data,

Figure 3.57 - Defining an AML pipeline using the @dsl.pipeline decorator
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16. Now that we have defined our pipeline, lets instantiate it by passing our dataset, the split rate,
and the name for the trained model, as shown in Figure 3.58:

from azure.ai.ml.constants import AssetTypes
registered_model name = "titanic_survival model"
titanic_dataset = ml_client.data.get("titanic-clean-data", version='1")

# Let's instantiate the pipeline with the parameters of our choice

pipeline = titanic_survival_pipeline(
# pipeline_job_data_input=credit_data,
pipeline_job_data_input=Input(type=AssetTypes.URI_FILE, path=titanic_dataset.id),
pipeline_job_test_train_ratio=0.2,
pipeline_job_learning rate=0.25,
pipeline_job_registered_model name=registered _model_ name,

Figure 3.58 — Instantiating the pipeline by passing data and parameters

17. Now that we have instantiated the pipeline object, we can submit the job to run in AML, which
uses the compute cluster to run the steps within the pipeline, as shown in Figure 3.59:

import webbrowser

# submit the pipeline job
pipeline_job = ml_client.jobs.create_or_update(
pipeline,
# Project's name
experiment_name="titanic_remote_cluster",
)
# open the pipeline in web browser
webbrowser.open(pipeline_job.services["Studio"].endpoint)

False

ml_client.jobs.stream(pipeline_job.name)

RunId: polite_stomach_4hv3ew4xed
Web View: https://ml.azure.com/runs/polite_stomach_4hv30w4x0@d?wsid=/subscriptions/dcfc206a-203b-4c00-a236-bdf576a37896/resou
rcegroups/aml-v2-book/workspaces/aml2-ws

Streaming logs/azureml/executionlogs.txt

[2022-08-02 14:33:47Z] Completing processing run id 2fall077-9980-47el-b111-bcd1df50f195.
[2022-08-02 14:33:48Z] Completing processing run id ca4261c3-e8d9-466d-bdd7-2be9d1c4b694.
[2022-088-02 14:33:48Z] Finishing experiment: no runs left and nothing to schedule.

Execution Summary

RunId: polite_stomach_4hv3ew4xed
Web View: https://ml.azure.com/runs/polite_stomach_4hv30w4x0d?wsid=/subscriptions/dcfc206a-203b-4c00-a236-bdf576a37896/resou
rcegroups/aml-v2-book/workspaces/aml2-ws

Figure 3.59 - Submitting a pipeline job to run in AML
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18. To see the pipeline progress and details about each step of the pipeline, you can either click on
the link shown in Figure 3.61 or click on the Jobs tab, which will show you a list of experiments,

including titanic_remote_cluster, as shown in Figure 3.60:

Microsoft Azure Machine Learning Studio

$ Microsoft

-|— New

{2} Home
Author

El Notebooks

/% Automated ML

&n Designer
Assets

El"p Data

A Jobs

B Components

% Pipelines

£ Environments

@ Models

&> Endpoints

Microsoft > aml2-ws > Jobs

Jobs

All experiments All jobs

() Refresh Archive experiment [ Edit columns ) Reset view

L Search

Showing 1-5 experiments

Experiment

titanic_remote_cluster

titanic_local_compute

dataset_profile

test

classificationsample1

Latest job

titanic_survival_pipeline

purple_flag_6q00jks9

dynamic_wolf_th9l8gkw

jolly_kite_dnnminf5

Pipeline-Created-on-07-24-2022

Figure 3.60 — Submitting a pipeline job to run in AML
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19. Go ahead and click on the titanic_remote_cluster experiment to see a list of all the runs
associated with this pipeline job. You should only see one run for this job, which we just ran
in the notebook. Clicking on that will take you to a screen with a graphical representation of
the pipeline, as shown in Figure 3.61:

Microsoft Azure Machine Learning Studio

= Microsoft > aml2-ws > Jobs > titanic_remote_cluster > titanic_survival_pipeline

9 Microsoft » ¥
titanic_survival_pipeline ¢ £ QCompIeted
+ New
& Home () Refresh = Clone ¢ Publish [> Resubmit Show lineage Cancel i Delete
Author

[E] Notebooks

/= Automated ML

&u Designer
Assets

E"'p Data

A Jobs

=5y Components

& Pipelines

LE Environments

@ Models

&> Endpoints
Manage

&1 Compute

&€ Datastores

P Linked Services

Data Labeling

IE"}) titanic-clean-data
titanic_csv

H} Data preparation for training '
data_prep_job |

R Train Titanic Survival Model
train_job

@ & V|2022-08-02-14-2...

model

X pipeline_job_train_data ] [}’C pipeline_job_test_data

Figure 3.61 - Graphical view of an AML pipeline
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20. Go ahead and click on different steps of the pipeline to see detailed information regarding each
step. For instance, by clicking on the Train Titanic Survival Model step, you can see model
metrics such as accuracy, precision, and recall, as shown in Figure 3.62:

titanic_survival_pipeline & 12 @ Completed

() Refresh © Clone &> Publish [> Resubmit Show lineage Cancel [i] Delete

B titanic-clean-data
titanic_csv

Data butput
“dgta

ER Data preparation for training
data_prep_job

o a i
tralm 1Estt€s%}
tramydata tedndata o
| N

R Train Titanic Survival Model = Parameters
o train_job o

@ & v|2022-08-02-14-2...

Train Titanic Survival Model

Overview Parameters

() Refresh —+ Register model

Select a metric to see a visualization or table

of the data
O Search
training_accuracy_score
training_f1_score
training_log_loss
training_precision_score
& training_recall_score
[ training_roc_auc_score

[ training_score

Job overvien

/ B0

Metrics ~ Childjobs  Images

Access training applications

Viewas: (®) Chart () Table

training_accuracy_score

0.8089888

training_f1_score | training_log_loss

0.8079019 0.4378193
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training_recall_score

0.8089888

= | mogel D\\\
)

b 4

3¢ pipeline_job_train_data 3¢ pipeline_job._test_data

Figure 3.62 — Detailed view of pipeline steps

You have successfully trained a model and reviewed the metrics within your AML workspace using
an AML compute cluster. Now, let’s review the chapter.

Summary

We have covered a lot of topics in this chapter. We have shown you how to train an ML model using
the AML Designer, which requires no coding. It is a great fit for citizen data scientists or advanced
data scientists who would like to explore different algorithms quickly and evaluate their performance
without having to write a lot of code to do so. Next, you learned how to train an ML model through
the AML Python SDK, running on both a compute instance and a compute cluster for more compute-
intensive ML jobs.

In the next chapter, you will learn how to tune hyperparameters for your ML models using
AML HyperDrive.






4
Tuning Your Models with AMLS

Tuning your models is an important step in your data science journey. The objective of a data science
workload is to provide the best model on unseen data in the shortest duration of time. In order to
provide a reliable model, not only are you required to tune the features that are the inputs to your
model but you also need to tune the parameters of your model itself. Model parameters, also known
as hyperparameters, can have a significant impact on the performance of your trained model. Tuning
a model can take a lot of effort and involves trial and error. Several frameworks can be leveraged to
automate this task. AMLS provides this functionality, which we will explore in this chapter. AMLS
allows you to define model parameters that should be tuned to find the best model through the use
of a special type of job referred to as a sweep job. These hyperparameters will be defined for a given
AMLS job, and AMLS will run many trials and determine the best model for the hyperparameters
within the range of possible defined values.

In this chapter, we will explore how AMLS enables hyperparameter tuning through a sweep job.

In this chapter, we will cover the following topics:

o Understanding model parameters

o Sampling hyperparameters

o Understanding sweep jobs

o Setting up a sweep job with grid sampling

o Setting up a sweep job with random sampling
o Setting up a sweep job with Bayesian sampling

« Reviewing the results of a sweep job
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Technical requirements
In order to access your workspace, recall the steps from the previous chapter:

1. Gotohttps://ml.azure.com.

2. Select your workspace name.

3. Inthe workspace user interface (UI), on the left-hand side, click on Compute.
4

On the Compute screen, select your compute instance and select Start:

—+ New () Refresh| (®» Start Stop Restart [i] Dele
£ Search

® Name w State

® amidevcomp O Stopped

Figure 4.1 — Start compute

5. Your compute instance will change from a Stopped status to a Starting status.

6. Inthe previous chapter, we cloned the Git repository - if you have not already done so, continue
to follow the steps provided here. If you have already cloned the repository, skip to step 7.

Open the terminal on your compute instance. Note that the path will include your user in
the directory. Type the following into the terminal to clone the sample notebooks into your
working directory:

git clone https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git

7. Clicking on the refresh icon shown in Figure 4.2 will update and refresh the notebooks displayed

on your screen:

Figure 4.2 - The refresh icon


https://ml.azure.com

Understanding model parameters

8. Review the notebooks in your Azure-Machine-Learning-Engineering directory.
This will display the files cloned into your working directory as shown in Figure 4.3:

~ &l Azure-Machine-Learning-Engineering
> M Chapter01
> M Chapter02
> M Chapter03
v & Chapter04
> Bl data

['¢ Chapter 4 - Hyperparameter Tuning.ipynb

Figure 4.3 - Azure-Machine-Learning-Engineering

Understanding model parameters

In your data science workload, as you define your features, you determine which parameters should
be leveraged by your model. However, depending on the algorithm selected, you can control the
training behavior by altering the parameters of the model itself - this is known as hyperparameter
tuning. Using hyperparameter tuning, we can explore a variety of model parameters to identify the
best model parameters to establish the best model result. To evaluate the model results, a primary
metric is selected. A primary metric is defined as the key metric for evaluating the model. Every time
a hyperparameter is changed, the primary metric will either go up or down in value and based on the
primary metric, that will yield a better or worse model.
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In this chapter, we will create a logistic regression model by leveraging sklearn’s implementation of
logistic regression with an sklearn pipeline. For a logistic regression model, there are several model
parameters that we can tune to improve the performance of our model. For a logistic regression model,
one parameter is the penalty term. Defining the penalty term as 12, referred to as ridge regression,
is used by the logistic regression estimator to apply a penalty to a model when the model is overly
complex. This uses the 12 normalization on the coefficients of your model as the penalty. Typically,
the 12 normalization prevents the model from being overfitted by penalizing complex models. The
12 norm squares the model coefficients, sums them, and takes the square root of the value. When
creating the model, we can select the 11 norm, referred to as lasso regression, which would be the
sum of the absolute value of the coefficients as penalty terms. Changing the code from leveraging a 12
normalization penalty to a 11 normalization penalty would leverage the technique of hyperparameter
tuning or tuning our model parameters. If we were not going to rely on hyperparameter tuning to select
the penalty term, we would say that lasso regression generally performs better than ridge regression
when few predictor variables are significant, and ridge regression generally performs better when
there are many significant predictor variables.

In addition to the penalty term, we can also specify the value of C, which is the inverse of the
regularization strength, as a hyperparameter to tune for our model.

The last hyperparameter we will tune is max_iter, which is the maximum iterations that the solver
can take before converging. As you consider the model parameters you would like to explore when
building your model, you are defining the search space. The search space is a concept that defines the
parameters and the range of values possible during hyperparameter tuning.

Now that we have an understanding of hyperparameter tuning, and defining a search space, we will
explore the method for selecting the combinations of model hyperparameters to leverage within an
AMLS job designed to tune these parameters, known as a sweep job.

Sampling hyperparameters

Inside the search space, hyperparameters are either continuous or discrete values. Continuous
hyperparameters can be in a continuous range of values, while discrete hyperparameters are only able
to use certain values. For logistic regression, the penalty term can have one of two discrete values:
11 or 12. AMLS can use either a list or a range for setting hyperparameters, as we will see when we
dig into the code.

For the hyperparameter of C, we could define it as a discrete value, or we could define C to be a value
in a continuous range with a specified distribution.

For the max_iter hyperparameter, the default value for the sklearn logistic regression model is
100. We could set this to a discrete value such as penality term, or a uniform value such as C.



Sampling hyperparameters

The following code shown in Figure 4.4 defines the search space for the penalty term, the inverse
regularization strength of the model, and the maximum iterations as choices, which are discrete values
for a defined job command:

grid_command_job_for sweep = gridsamplingjobcommand(
penalty term=Choice(values=['12", '11']),
C=Choice(values=[0.01, .1, 1.0, 10]),
max_iter=Choice(values=[1@, 100, 156, 200]),

Figure 4.4 - Defining the search space

Once the search space has been defined, we can select what type of sampling we would like our sweep
job to run. For each parameter defined in the search space, trials are created based on the sampled
model hyperparameters. There are three types of sampling available with sweep jobs in AMLS: random,
grid, and Bayesian.

Grid sampling will create a trial per hyperparameter combination. As an example, if we had specified
our search space to check for 11 and 12, and we selected C to be discrete valuesof 0.01, .1, 1, and
10 andmax_itertobe 10,100,150, and 200, then there would be 2x4x4=32 trials created.
Given grid sampling will create a trial per hyperparameter combination, grid sampling only supports
discrete hyperparameters.

When leveraging random sampling, the hyperparameter values are randomly selected during the trials.

Figure 4.5 shows the hyperparameters defined in the search space here for both discrete and continuous
values. In this code, the value for C follows a uniform distribution between values of 0. 01 and 10
for a defined job command, which shows how we can define C as a continuous value, as opposed to
with the grid job, when C was defined as a value from a list as shown in Figure 4.5:

random_command_job_for sweep = randomsamplingjobcommand(
penalty_term=Choice(values=['12", "11']),
C=Uniform(min_value=0.081, max_value=10.0),
max_iter=Choice(values=[10, 160, 150, 200]),

Figure 4.5 - Discrete and continuous hyperparameters
In the preceding example, since C is a continuous hyperparameter, we are not able to leverage grid
sampling, but we can leverage either random or Bayesian sampling.

Bayesian sampling leverages the output on the primary metric of the previous trial to determine the
next set of hyperparameters to run.
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Note

Grid space sampling does not support continuous hyperparameters — it will only support choice
hyperparameters containing discrete values.

Given that hyperparameters can be discrete or continuous, we will define how exhaustive the search
on the grid space should be and, importantly, how to end a job that is searching across a search space
to provide the best primary metric for a given model. In the next section, we will explore how to set
up our job to effectively and efficiently search for the best hyperparameters.

Understanding sweep jobs

Sweep jobs in AMLS enable a data scientist to define the hyperparameters to explore in a single job.
During the job, this will automate the task of searching for the hyperparameters that will provide a
model with the best results for the primary metric-creating trials. In a run of a job, multiple trials are
created and evaluated for the hyperparameters that are defined within the search space based on the
sampling method selected. By defining the search space, we can create a single run of a job for testing
multiple hypotheses at a single time rather than re-writing code and re-running jobs, reducing the
time spent exploring the search space.

To leverage the hyperparameters in your job, your code needs to be updated to leverage these new
parameters by passing them into your code through the Python Argument Parser shown as follows:

parser.add_argument(”--penalty-term”, type=str, default="11")
parser.add_argument("--C", type=float, default=0.01)
parser.add_argument(”--max-iter", type=int, default=100)
parser.add_argument(”--randomstate”, type=int, default=42)

Figure 4.6 — Passing a parameter list into the job

Now that the arguments have been passed into the main function, they can be leveraged in the model
training script by passing them into the model_train function.

Here’s the code for passing parameters into the model train function:

model = model_train('Survived', df, args.penalty_term, args.C, args.max_iter, args.randomstate)

Figure 4.7 — Passing parameters for model training

In the model train function, you can leverage the hyperparameters as you build the logistic
regression model.



Understanding sweep jobs

Here’s the code for passing parameters into the logistic regression model:
lg = LogisticRegression(penalty=penalty_term, C=C, max_iter=max_iter, solver='liblinear')
Figure 4.8 - Leveraging hyperparameters

As with all AML SDK v2 jobs, a sweep job is defined initially as a job command. In the job command,
you specify the code, the location of the file, the command with its parameters, inputs, the environment,
the compute, and a display name, but for the sweep job, we also specify the hyperparameters as we
saw in Figures 4.4 and 4.5.

Once the job command is updated to include the hyperparameters, you can specify the sweep
parameters for the command. In the sweep method, you specify the compute that you are going to
leverage, the sampling algorithm, the primary metric, and the goal. The sampling algorithm can be
set to random, bayesian, or grid as discussed earlier. The primary metric is the metric that is
required to be logged in the job that you would like to evaluate the trials against. The goal specifies
how you would like the primary metric to be evaluated. The goal can be to minimize or maximize
the primary metric, which is used to judge your model’s performance.

The code for the sweep of the job command is shown here:

grid_sweep_job = grid_command_job_for_sweep.sweep(
compute="cpu-cluster”,
sampling_algorithm="grid",
primary_metric="test_AUC",
goal="Maximize",

Figure 4.9 — Setting the sweep parameters

In Figure 4.9 here, you can see the values for sweep parameters being set. In this case, we will evaluate
the test_AUC primary metric to be maximized by leveraging a grid sampling algorithm on the
compute cluster named cpu-cluster.

To set the limits for a sweep job, we specify the maximum total trials - max_total trials - which
defaults to 1000. The maximum concurrent trials - max _concurrent trials - which defaults
to the number specified by max_total trials if not set, will specify how many concurrent
trials should be run at any given time. An additional parameter to set is the timeout: timeout. The
timeout is in seconds. The timeout is for the entire sweep job, which defaults to a value of 100800:

grid_sweep_job.set_limits(max_total_trials=60,
max_concurrent_trials=10,
timeout=7200)

Figure 4.10 - Setting job limits for grid sampling

113



114

Tuning Your Models with AMLS

Note that in the grid sampling experiment explored in this chapter, the maximum number of total
runs is actually 32, but if we added additional choices as hyperparameters, setting the trial limits will
ensure the job does not exceed a total number of 60 trials in Figure 4.10 here.

With random sampling, hyperparameters are selected at random, so the job limit here will be very
important to set. As stated, max_total trials defaultsto 1000, so we can see that running a
jobwithmax_total trials equalto 120 will resultin only 120 trials being created for a given
job run.

Setting the maximum limits of the sweep job is shown as follows:

random_sweep_job.set_limits(max_total trials=120,
max_concurrent_trials=10,
timeout=72060)

Figure 4.11 - Setting job limits for random sampling

When leveraging Bayesian sampling, previous trial information is leveraged to determine the next
parameters for which to search in the search space. With grid and random sampling, each trial is
independent of other trials. Given each trial for grid sampling and random sampling is independent,
once the primary metric has been determined in a given trial, if it will not yield the best model, there
is no need for the code to continue running. These trials can be terminated early, so compute resources
can be used for the next trial primary metric evaluation instead.

To enable early termination, AMLS sweep jobs incorporate the concept of an early termination policy.
An early termination policy will prematurely end a given trial after the primary metric is logged if
the defined criteria are not met. For early termination, there are several policies that AMLS supports,
including none, a truncation selection policy, a median stopping policy, and a bandit policy.

If no early termination policy is selected, the trial run will execute until completion - as explained
earlier, this is required for Bayesian sampling. However, when grid or random sampling is leveraged, if a
truncation policy is selected, AMLS will terminate trials based on the selected early termination policy.

Truncation policies

If a truncation policy is selected, AMLS will cancel a percentage of the lowest-performing runs based
on the value in truncation percentage.

The following is the sample code for an early termination policy that starts evaluations at an interval
of 1, and terminates the lowest 75% of all trials using a truncation policy:

sweep_job.early termination = TruncationSelectionPolicy(evaluation_interval= 1,
truncation_percentage= 75,
delay evaluation= 1)

Figure 4.12 — Truncation early termination policy
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When executing a sweep job with a truncation early termination policy, in the Overview tab in AMLS,
you can review the policy on the Job Overview screen. Regardless of the early termination policy
selected, it can be viewed on the Job Overview screen.

An early termination policy is shown as follows in the workspace:

Early termination policy

Early termination policy
TruncationSelection

Properties
{"evaluation_interval":1,"delay_evaluation™:1,"truncation_percentage™:75,"exclude_finished_jobs™:false}

Figure 4.13 - Early termination policy for a sweep job

In addition to a truncation policy, we can also set a median policy, which we will look at next.

Median policies

Another type of early termination policy is the median stopping policy. This policy will prematurely
end trials based on the median value across all the training trials. If a given trial is worse than the
median average, it will be terminated.

Here is the sample code for an early termination policy that starts evaluation at an interval of 2, and
terminates any trial that is below the median of all trials:

sweep_job.early_termination = MedianStoppingPolicy(evaluation_interval= 1,
delay_evaluation= 2)

Figure 4.14 — Median early termination policy

Bandit policies

An early termination policy known as the bandit policy will end runs prematurely when the primary
metric is not within a certain range of the current most successful trial. This range is defined
by slack factor. At the time of evaluation, the best primary metric value is divided by (1+
slack_ factor), and if a trial does not have a primary metric that is better than that value, it
will be terminated early. If a data scientist would prefer to set a value rather than setting a ratio with
slack factor, slack amount can be used instead:

sweep_job.early_termination = BanditPolicy(slack_factor = 0.1,
delay_evaluation = 5,
evaluation_interval = 1)

Figure 4.15 — Bandit early termination policy
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To provide some context to the bandit policy, let us assume that the primary metric at the interval of
2 so far has the best metric of . 85 for our test_AUC. In the example here, if the metric is below
.85/1.1 or . 773, then it will be terminated.

As the training becomes increasingly complex, establishing the ability to terminate trials prematurely
ensures that compute resources are not consumed when the desired result will ultimately not be achieved.

In the next section, we will explore setting up a sweep job that leverages grid sampling to determine
the best model hyperparameters.

Setting up a sweep job with grid sampling

Earlier in the chapter, we cloned our sample notebook to leverage this material. The notebook for
this chapter, ' Chapter 4 - Hyperparameter Tuning', providesa review on creating
a job command to create a logistic regression model by leveraging an sklearn pipeline and
mlf1ow capabilities.

The code is then updated and placed into a new directory - the hyperparametertune folder.
The code leverages python’s argparse module, which enables you to pass parameters into scripts.
To run the script that has been generated by this notebook, we will create a job command and update
the job command to include the hyperparameters as shown in the following code snippet:

1 from azure.ai.ml.sweep import Choice, Uniform, MedianStoppingPolicy, BanditPolicy, TruncationSelectionPolicy
2

3 grid_sampling_job_command = command(

4 code="./hyperparametertune"”, # local path where the code is stored

5 command="python main.py --titanic ${{inputs.titanic}} --randomstate ${{inputs.randomstate}}",
6 inputs={

7 "titanic": Input(

8 type="uri_file",

9 path="azureml:titanic_prepped:1",

10 ),

11 “"randomstate”: @,

12 “penalty_term": '11°,

13 "C": @.01,

14 "max_iter": 160,

15 %

16 environment="job_base_env@latest",

17 compute="cpu-cluster",

18 display_name="GridSampling",

19 )

20

21 #Set Parameter expressions
22 grid_command_job_ for_ sweep = grid_sampling job_command(

23 penalty_term=Choice(values=[‘12", '11']),
24 C=Choice(values=[0.01, .1, 1.8, 10]),

25 max_iter=Choice(values=[1@, 1ee, 158, 280]),
26 )

Figure 4.16 — Job sweep command with hyperparameters for grid sampling
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Note that the hyperparameters have been included as inputs to the command, but their values are added
to the command in line 22 in the preceding figure. This could have been done as a single command, but
for illustrative purposes, it is provided separately as an update to grid_sampling job command.

Once the command is prepared, we call the sweep method providing the compute, the sampling
algorithm, the primary metric, and the goal. Recall that here we will expect to see 32 runs, so setting
max_total trials to 60 will not be a hit, but if we were to update the hyperparameters to
include more choices, we could hit max_total trials:

1 # apply the sweep parameter to obtain the sweep_job
2 grid_sweep_job = grid_command_job_for_sweep.sweep(
3 compute="cpu-cluster”,

4 sampling_algorithm="grid",

5 primary_metric="test_AUC",

6 goal="Maximize",

7

8

)

9 #2*4*4 = 32 trial runs, but we will explicity set the max total trials, to see it is not exceeded
18 grid_sweep_job.set_limits(max_total_trials=6@,

11 max_concurrent_trials=19,

12 timeout=7200)

Figure 4.17 - Calling the sweep method during grid sampling

Later in the notebook when we look at random sampling and Bayesian sampling, we will define the
value of C as a continuous value - however, to leverage grid sampling, we have defined it to be a choice,
which is a list of discrete values.

To submit grid sweep job, we pass the command toml client, which was created to manage
the connection to AMLS:

# submit the sweep

returned _sweep job = ml_client.create_or_update(grid_sweep_ job)
# get a URL for the status of the job

returned_sweep_ job.services["Studio”].endpoint

Figure 4.18 — Running the sweep job

As the sweep job is executing, it can be helpful to get the status of the running job. Given we are
leveraging m1f1ow to log the metrics of the sklearn model, we can request all trials for a given
parent run_id value, which is the run for grid sweep job.
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In the following code snippet, we pass in our experiment idand run_id values and get back
the job status:

1 def getStatus(experiment_id, run_id):

2 df = mlflow.search_runs([experiment_id])

3 rslt_df = df[(df[ ' 'tags.mlflow.parentRunId'] == run_id )]

4 rslt_df_finished = rslt_df[rslt_df['status'] == "FINISHED']

5

6 while rslt_df.shape[@] == @:

7 print(‘'waiting for jobs to register')

8 df = mlflow.search_runs([experiment_id])

9 rslt_df = df[(df[ tags.mlflow.parentRunId'] == run_id )]

10 rslt_df_finished = rslt_df[rslt_df['status'] == 'FINISHED']
11 time.sleep(5)

12

il while rslt_df_finished.shape[@] != rslt_df.shape[8]:

14 df = mlflow.search_runs([experiment_id])

15 rslt_df = df[(df['tags.mlflow.parentRunld'] == run_id )]

16 rslt_df_finished = rslt_df[rslt_df['status’'] == 'FINISHED']
17 status = rslt_df["status"].unique()

18 print(status)

19 for x in status:

20 rslt_df_status = rslt_df[rslt_df['status’'] == x]

21 print(returned_sweep_job.display name + ', Number:' + str(x) + " " + str(rslt_df status.shape[©]))
22 time.sleep(5)

23

24 print('Sweep Job for run:' + run_id + ' Complete")

26 getStatus(experiment_id, run_id)

Figure 4.19 — Getting the status of the sweep job

We search across the run for a given experiment id value. Our experiment id value will
be 'chapter4 ', so we request all runs that have been made for ' chapter4' and further refine
that list based on tags .mlflow.parentRunId, which is the run_id value associated with the
grid sampling run. In line 3 of Figure 4.19, we request runs that have a run_id value associated with
the run of the grid sweep job. If we get back a value of 0, then we know that we have to wait for the
run to be established in AMLS. Once there are runs provided, we move on to the next while loop,
where we are checking whether all the runs have been completed. Once all the runs are completed
for the grid sweep job, the message on line 24 will be printed.

Congratulations on leveraging a sweep job with grid sampling! Grid sampling works well when you have
a search space that contains discrete values for your hyperparameters. Next, we will explore leveraging
a sweep job with random sampling to enable use to explore continuous values for our hyperparameters.

Setting up a sweep job for random sampling

As we saw with setting up a command for grid sampling, a command for random sampling is simply
a job command with the hyperparameters included in the command. One difference between the
grid command and the random command is that the hyperparameters can be continuous in a
random sampling sweep job.

Here’s the code for the job command for random sampling:



Setting up a sweep job for random sampling

I from azure,ai.ml.sweep import Choice, Uniform, MedianStoppingPolicy, BanditPolicy, TruncationSelectionPolicy

random_sampling_job_command = command(

4 code=", /hyperparametertune”, # local path where the code is stored
5 command="python main.py --titanic ${{inputs.titanic}} --randomstate ${{inputs.randomstate}}",
inputs={

"titanic": Input(
type="uri_file",
path="azureml:titanic_prepped:1",

1e ),

11 "randomstate”: @,

12 "penalty_term": '11°,
13 "c": 9.01,

14 "max_iter": 1@,

15 1

environment="job_base_env@latest",
17 compute="cpu-cluster",
display_name="RandomSampling",

19 |)

21 # #Set Parameter expressions

) | # #choice, randint, glognormal, gnormal, gloguniform, quniform, Lognormal, normal, Loguniform, uniform
23 random_command_job_for_sweep = random_sampling_job_command(

24 penalty_term=Choice(values=['12', '11']),

25 C=Uniform(min_value=0.81, max_value=18.8),

max_iter=Choice(values=[1@, 108, 150, 200]),

Figure 4.20 — Sweep job command with hyperparameters for random sampling

As shown in Figure 4.20 in line 25, the value of C is defined to follow a uniform distribution from
0.01 to 10.0, making this a continuous hyperparameter across the search space.

Just as with the grid sampling sweep job, we set parameters for our sweep but specify them using a
random sampling algorithm as shown here:

1 # apply the sweep parameter to obtain the sweep_job

2 random_sweep_job = random_command_job_for_sweep.sweep(
3 compute="cpu-cluster”,

4 sampling_algorithm="random",

5 primary_metric="test_AUC",

6 goal="Maximize",

7

8

9

random_sweep_Jjob.set limits(max_total trials=120,
max_concurrent_trials=10,
timeout=7200)

=
= ®

Figure 4.21 - Calling the sweep method during random sampling

Given the parameters for the sweep job and the limits have been set, we are ready to execute the sweep
job. In order to execute the code, again we leverage an m1_client method to create or update a
job as shown in Figure 4.18.

119



120

Tuning Your Models with AMLS

Now you have gone through grid and random sampling, there is an additional type of hyperparameter
sampling that can be applied, which we will look at next.

Setting up a sweep job for Bayesian sampling

Earlier in the chapter, we cloned our sample notebook to leverage this material. The notebook for
this chapter, ' Chapter 4 - Hyperparameter Tuning', provides a review on creating
a job command to create a logistic regression model by leveraging an sklearn pipeline and
mlflow capabilities.

The code is then updated and placed into a new directory - the hyperparametertune folder,
which leverages Python’s argparse module and enables you to pass parameters into scripts. To run
the script that has been generated by this notebook, we will create a job command and update the job
command to include the hyperparameters as shown in the code snippet here. Conveniently, the job
command is the same as was found for the random sampling displayed in Figure 4.16.

The only difference here is that the sampling algorithm is defined as bayesian, as shown in the figure:

# apply the sweep parameter to obtain the sweep_job
sweep_job = command_job_for_sweep.sweep(
compute="cpu-cluster”,
sampling_algorithm="bayesian",
primary_metric="test AUC",
goal="Maximize",

)

# define the Limits for this sweep
sweep_job.set_limits(max_total trials=60, max_concurrent_trials=10, timeout=7200)

Figure 4.22 - Calling a sweep method using Bayesian sampling
In order to execute the code, again, we leverage theml client’s method to create or update a job
and continue by leveraging the get job status method as shown in Figure 4.19.

You have now made it through grid, random, and Bayesian hyperparameter tuning job commands
in AMLS. We will continue reviewing the results of the job within AMLS.
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Reviewing results of a sweep job

Recall that for a single trial of a sweep job, several trials will be created to determine the model that
will provide the best primary metric. Clicking on jobs in the left-hand menu pane of your AMLS
workspace will display a list of your jobs for review. By now, you have run the sample notebook
provided for this chapter - let’s review your results.

Clicking on the chapter4 job brings you to the jobs that you have performed as part of this chapter.
Selecting the display name will drill into a given job’s details. Let us start by reviewing the results of
the jobs that we have run as shown here:

Jobs
All experiments All jobs All schedules (preview)
() Refresh Archive experiment [ Edit columns “) Reset view
O Search

Showing 1-1 experiments

Experiment w

Chapter04

Figure 4.23 - Job results

To review the results of the job, follow the next steps:
1. Clicking on the Experiment name, Chapter04, will bring us to the different job sweeps that
have been performed as part of this chapter.

2. Clicking on a given run of your experiment will provide the details for a given job run as
shown in Figure 4.24:
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GridSampling & ¥t @ Completed

Outputs

Output name: miflow_log_model 104663439
Model: azureml_calm_shark_1h68mdyp7y_13_output_miflow_log_model_104663439:1

Parameter sampling

Overview  Trials  Metrics  Outputs + logs ~ Code
Properties

Status Created by

@ Completed Megan Masanz
Created on Job type

Dec 26, 2022 1:11 PM Sweep

Start time Experiment

Dec 26, 2022 1:11 PM Chapter04

Sampling policy name
GRID

Duration
8m 31.56s

Registered models
None

Parameter space
{"penalty_term":["choice",[["I2","1"]]],"C":["choice",[[0.01,0.1,1,10]]],"max_iter":[ "choice",[[10,100,1 SO,ZOUM
— -

N -

Compute duration
8m 31.565

See all properties
Raw JSON
Compute target
cpu-cluster See YAML job definition
Name Job YAML
calm_shark_1h68mdyp7y

Early termination policy

Early termination policy
Default

Properties

Primary metric

Primary metric name
test AUC

Tags
@® No tags I
Description Vi

Primary metric goal
maximize

@ dlick edit icon to add a description

4

Best trial

calm_shark_1h68mdyp7y_13

Run data summary

Max concurrent runs
10

Max total runs

Max duration minutes
120

5]

Completed

@32

Figure 4.24 -

Key information was captured as meta
information includes the following:

L
IL
III.
Iv.
V.

The sampling policy

The parameter space

The primary metric

The best trial

The number of runs completed

Clicking on the trial hyperlink from the
the selected primary metric:

Job sweep details

data, providing traceability for a given job run. This

run details brings up the trial with the best results for
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GridSampling_13 & Y% @ Completed

Overview  Metrics  Images  Childjobs  Outputs + logs ~ Code
O Refresh Connect to compute ¢/ Edit and submit - Register model Cancel
Properties

Status Created by

@ Completed Megan Masanz
Created on Job type

Dec 26, 2022 1:14 PM Command

Start time Experiment

Dec 26, 2022 1:16 PM Chapter04

Duration Environment

18.66s job_base_env:2
Compute duration Registered models
18.67s None

Name See all properties
calm_shark_1h68mdyp7y_13 B RawJSON
Command

python main.py --titanic ${{inputs.titanic}} -- See YAML job definition
randomstate ${{inputs.randomstate}} B Job YAML

Compute

Target
cpu-cluster

Compute type
amlcompute

Instance count

1

Explanations (preview)

Faimess (preview)  Monitoring

Delete | I Compare (preview) v
Inputs
randomstate inputs.C
0 10

search_space.penalty_term search_space.max_iter

1 100

inputs.penalty_term inputs.max_iter
1 100

search_space.C
10

Input name: titanic
Data: titanic_prepped:1

Outputs

Output name: miflow_log_model 104663439
Model: azurem|_calm_shark_1h68mdyp7y_13_output_mliflow_log_model_104663439:1

Tags

hyperparameters : {"penalty_term": “I1%, “C": 10, “max_iter": 100}

Metrics

test_ ACC training_f1_score
0.8044693 0.7616500
test AUC training_log_loss
0.8817033 0.6304870

training_accuracy_score
0.7823034

View all metrics

Figure 4.25 - Best trial run

4. Clicking on the Metrics tab for the best trial run provides the metrics for the evaluation of a

given trial:

GridSampling 13 & ¥t @ Completed

Overview  Metrics Images  Childjobs  Outputs +logs  Code  Explanations (preview)  Faimess (preview)
O Refresh Cancel | 4l Create custom chart View as... \ Current view: Local ~  Edit view
Select metrics & o _ @ _ 0]
Select to view as visualization or table of the -
0.8044693  0.8817033  0.7823034
M selectal
~  Metrics (9)
o

test ACC

test AUC

waningscunscy score 07823034

training f1_score

aining_log_loss

training_precision score
training_recall_score

[ training roc auc score

aining_f1_score

0.7616500

Monitoring

s - &8 - ® - ®

training_log loss

o]

taining._roc_auc_score

aining_precision_score aining_recall_score

0.6304870 0.8216522 0.7823034 0.8217668

Figure 4.26 — Metrics for the best trial run of the sweep job
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5. To review all the trials created for a job run holistically, you can click on the job run and head
over to the Trials tab as shown in Figure 4.27:

Gridsampling & % @ Completed

Overview  Trials  Metrics  Outputs +logs ~ Code

(O Refresh ~+ Register model Cancel [i] Delete \ [ Editcolumns D Reset view
Createdon ~ ' Allfilters < Clear all
Child runs & 7 g
test AUC penaty.rem < maier e AuC
A

om0 *

| test AUC
. 088
086000 — 087
2 .
b ol 085
084000 . 083
.
LI O 082
082000 —
Display name (by created time)
Showing 1-25 of 32 Child runs Page size: | 25
Display name Status test AUC penalty term € max iter Parent job name Created on Duration ~ Created by Compute target  Tags
Gridsampling 13 @ Completed 088170 i1 10 100 calm shark 1h68mdyp7y ~ Dec 26, 2022 1:14 PM 195 Megan Masanz  cpu-cluster hyperparameter
Gridsampling_26 @ Completed 087876 "Iz 1 150 calm_shark Th68mdyp7y ~ Dec 26, 2022 118 PM 195 Megan Masanz  cpu-cluster hyperparameter
Gridsampling 30 @ Completed 0g7467  "I2" 10 150 calm shark 1h68mdypTy ~ Dec 26, 2022 1:18 PM 195 MeganMasanz  cpu-cluster hyperparameter
Gridsampling_17 @ Completed 0ge741 12" 001 100 calm_shark_1h68mdyp7y  Dec 26, 2022 1:15 PM 195 Megan Masanz  cpu-cluster hyperparameter
Gridsampling 6 @ Completed 086641 11 o1 150 calm_shark Th68mdyp7y ~ Dec 26, 2022 1:11 PM 205 MeganMasanz  cpu-cluster hyperparameter

Figure 4.27 —Trial runs for a grid sampling sweep job

Not only are you able to review each metric individually through the AMLS workspace Ul for a
given run of a job but you can also view a parallel coordinates chart, displaying how the different
hyperparameters selected impacted the primary metric.
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To review the search space and its impact on the primary metric, review the parallel coordinates
chart in the Trials tab:

test AUC
0388

g

087

0.85

083

0.82

Figure 4.28 - Grid search space parallel coordinates chart

In addition to the parallel coordinates chart, AMLS provides a 2D scatter chart and a 3D scatter chart
for evaluating hyperparameter tuning.



126 Tuning Your Models with AMLS

The 3D scatter chart for hyperparameter tuning is shown here:

K

. param- penalty_term 4
. param- C v
80000
param- max_iter 4
70000

test AUC
60000 0.88

087
50000

0.82
20000

1.0000

00000

penalty_term

Figure 4.29 - 3D scatter chart

We have seen how to graphically view and compare models through charts in the AML Studio, but
we are not limited to accessing this valuable information through the UL

Not only are we able to retrieve the best trial of the sweep job through the AMLS Studio by reviewing

results in the experiment tab but we are also able to access this information by leveraging the AMLS
Python SDK v2.
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Putting the results from the job run into a pandas DataFrame is shown as follows:

def get_job_run_results(experiment_id, run_id):
df = mlflow.search_runs([experiment_id])
rslt_df = df[(df[ 'tags.mlflow.parentRunId'] == run_id )]
rslt_df_finished = rslt_df[rslt_df['status'] == 'FINISHED']

while rslt_df.shape[®] == @:
print(‘waiting for jobs to register')
df = mlflow.search_runs([experiment_id])
rslt_df = df[(df['tags.mlflow.parentRunId'] == run_id )]
rslt_df_finished = rslt_df[rslt_df[ 'status’'] == 'FINISHED']
time.sleep(5)

while rslt_df_finished.shape[@] != rslt_df.shape[@]
df = mlflow.search_runs([experiment_id])
rslt_df = df[(df['tags.mlflow.parentRunId’'] == run_id )]

rslt_df finished = rslt df[rslt_df['status'] == 'FINISHED']
status = rslt_df["status"].unique()
print(status)

for x in status:

rslt_df_status = rslt_df[rslt_df[ ‘'status’'] == x]

print(returned_sweep_job.display_name + ', Number:' + str(x) + " " + str(rslt_df_status.shape[@]))
time.sleep(5)

rslt_df_status = rslt_df[rslt_df['status'] == "FINISHED']
return rslt_df_status

df = get_job_run_results(experiment_id, run_id)
df

Figure 4.30 - Getting the job results into a pandas DataFrame

At the end of the notebook, we have included the code for returning a pandas DataFrame for the
completed job run:

df = df.sort_values(by='metrics.test_AUC', ascending=False)
Figure 4.31 - Sorting the job trials to get the highest test_AUC for trials

Given we have the pandas DataFrame properly sorted by the primary metric, we can easily pull out
the run_1id value for the best trial run as shown here:

best_run_id = df.iat[@, 0]
Figure 4.32 — Getting the best run_id value from the sorted pandas DataFrame

Now that we have the best run retrieved into the best run_id variable as shown here, we can
leverage the best model from the sweep job.

Loading the model from the best sweep job trial is shown as follows:

pipeline _model = mlflow.sklearn.load model(f"runs:/{best run_id}/model™)

Figure 4.33 - Loading the best model

127



128

Tuning Your Models with AMLS

Once the model has been loaded and given we are using the virtual environment that was used to
create the model, we can carry out inference using the loaded model as shown here:

results = pipeline_model.predict(X_raw)

Figure 4.34 - Inference using the best model from the sweep job

Congratulations - you have retrieved the best trial run for a given sweep job from the SDK v2! This
run information can be viewed in the UT as well as programmatically.

Summary

In this chapter, we have explored what model parameters are and how a sweep job can be leveraged to
tune hyperparameters that are defined for a given model. We have also explored options for setting up
sweep jobs based on the search space and sampling methodology selected. AMLS provides the ability
to sweep across the search space to tune a model, automating the process of hyperparameter tuning
on a compute cluster, which will shut itself down in the idle period after the trials are completed,
consuming compute resources wisely.

In addition to setting up a sweep job, you have been able to review your results in the Studio as well as
in the code - providing intuitive insight into the best-performing model for your use case. Now that
you have completed the chapter, be sure to turn oft your compute resources to save cost.

In the next chapter, we will show you how to leverage AMLS to take over the time-consuming task
of model development. This functionality is not only available through the SDK and the CLI, but in
the AMLS Studio itself as well.
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Azure Automated Machine
Learning

Automated Machine Learning, also referred to as AutoML, is the automation of the iterative and
time-consuming process of machine learning model development. AutoML enables data scientists
and machine learning engineers to develop high-performing models in an efficient way allowing them
to scale and build the best model quickly. Data scientists can rely on AutoML to perform tedious
model development tasks such as feature engineering, algorithm selection, hyperparameter tuning,
and model evaluation.

In this chapter, we will cover the following topics:
« Introduction to Azure AutoML
o Featurization concepts in AML
o AutoML using AMLS
o AutoML using AML Python SDK

Parsing your AutoML results via AML and the AML SDK

Technical requirements

In this section, we are going to see how to create an automated machine learning model from start
to end with step-by-step procedures.

In order to access your workspace, recall the steps from the previous chapter:
1. Gotohttps://ml.azure.com.

2. Select your workspace name.

3. Inthe workspace User interface on the left-hand side, click Compute.
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4.

On the compute screen, select your compute instance and select Start:

—+ New () Refresh| () Start Stop Restart [i] Dele

O Search

@ Name % State

®  amidevcomp O Stopped

Figure 5.1 — Start compute

Your compute instance will change from having a Stopped status to a Starting status.

In Chapter 2, Working with Data in AMLS, we cloned the Git repository - if you have not
already done so, continue to follow the steps provided here. If you have already cloned the
repository, skip to step 7.

Open the Terminal on your compute instance. Note the path will include your user in the
directory. Type the following into the Terminal to clone the sample notebooks into your
working directory:

git clone (https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git)

Clicking on the refresh icon shown in Figure 5.2 will update and refresh the notebooks displayed

on your screen:

Figure 5.2 — Refresh

Review the notebooks in your Azure-Machine-Learning-Engineering directory.
This will display the files cloned into your working directory as shown in Figure 5.3:



Introduction to Azure AutoML

v < Azure-Machine-Learning-Engineering
> # Chapter01
> B Chapter02
> B Chapter03
> Bl Chapter04
v &1 Chapter05
> B8 Data

[e automltitanic.ipynb
{} sample-titanic-datajson

> B Chapter06

Figure 5.3 — Azure-Machine-Learning-Engineering

Now, let’s learn about what Azure Machine Learning (AML) AutoML is, some of its benefits, and
how to consume them.

Introduction to Azure AutoML

AutoML is a powerful solution that enables not only data scientists but also citizen data scientists
to build machine learning models supporting a variety of use cases. AutoML currently supports
classification, regression, time-series forecasting, and computer vision in preview. Classification
involves a response variable that identifies a category. The input training dataset will be leveraged to
build a model to predict which category a new sample will fall into. Leveraging the Titanic dataset,
we can leverage the classification model to predict whether a passenger will survive on the Titanic.
In addition to supporting classification model creation, AutoML is also able to generate a regression
model. A regression model will provide a continuous value as the output of the model. An example of
a regression model would be to predict gas prices or taxi fares. AutoML can also predict values based
on time with time-series forecasting. Not only this but AutoML also supports image classification,
object detection, and instance segmentation using the AML Studio (AMLS) Python SDK.

While AMLS supports a variety of AutoML tasks, the AMLS Python SDK supports a variety of features
for developers and data scientists to leverage that are not currently available via AMLS alone.

With the Python SDK, not only do we find support for computer vision tasks but also for viewing
featurization information, enabling voting ensemble models, showing the best model based on
non-primary metrics, as well as enabling and disabling Open Neural Network Exchange (ONNX)
model compatibility.
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Featurization concepts in AML

In order to provide the best model, regardless of whether AutoML is being leveraged, an important step
in model creation is the engineering features. AutoML in AMLS will default to leverage featurization.
This can be disabled in the UI as well as the SDK if the feature engineering step has already been
accomplished. These featurization transformations on your dataset can not only be enabled or disabled
but they can also be customized or excluded from specific columns. There are several featurization
steps applied to your dataset based on the type of column, and the column’s data type.

During training, AutoML leverages scaling or normalization to ensure model performance. AutoML
leverages a variety of techniques, including scaling to unit variance, scaling by quantile range, scaling
by the maximum absolute value, scaling by a column’s minimum and maximum, by applying Principle
Component Analysis (PCA) for dimensionality reduction, Singular Value Decomposition (SVD)
for dimensionality reduction, as well as rescaling each sample to a norm of 1.

Provided that featurization is enabled, certain columns will be dropped during the training process.
Columns that have no variance — meaning all rows have the same value — or rows with high cardinality
- meaning they have a very high variance, such as a column with GUID values - will be dropped. If a
column has a numeric value but a low variance, AutoML will transform that value into a categorical
feature and apply one-hot encoding. If a categorical column has high variance, one-hot hash encoding
will be leveraged.

AutoML will also generate a k-means clustering model for each numeric column. Each sample will
have its distance from the centroid of the cluster added to the dataset.

Often, datasets will include missing values. AutoML will replace missing values with averages if the
column is numeric or impute values using the most common value for a given column if it is categorical.
This can actually be customized by leveraging a FeaturizationConfigin AutoML. The imputer
for missing values can replace values with the mean, median, or mode of a value.

For features that are date-time values, additional features will be generated including year, month,
day, day of the year, day of the week, quarter, hour, minute, and second.

Specific to the forecasting task, the TimeIndexFeaturization class is leveraged to generate many
different features. Examples include an integer value specifying whether it is before or after a certain
date (July Lst, for example), the year, calendar quarter, calendar month, day, hour, minute, second, an
a.m. or p.m. indicator, the day of the week, the day of the quarter (1 through 92), the day of the year
(1 through 366), as well as an ISO week and year defined by the ISO 8601 standard.

For features that are text, term frequency will be added based on trigrams, bigrams, and unigrams.
Text features are converted into document feature vectors. AutoML can be configured to leverage
Bidirectional Encoder Representations from Transformers (BERT) during the featurization process
by enabling deep learning.



AutoML using AMLS

AutoML not only can handle a variety of featurization steps to prepare models for training but can
also handle classification, regression, and time-series forecasting directly in AMLS and accomplish
these same modeling tasks, as well as compute vision tasks through the AML Python SDK.

In the next section, we will explore how to leverage AMLS to accomplish classification for the well-
known Titanic dataset. The dataset link will be available in the book’s GitHub repository.

AutoML using AMLS

As mentioned earlier in the chapter, there are two ways to use AutoML in AML. For citizen data
scientists or data scientists who prefer a no-code approach, AMLS can be used; for data scientists
with coding experience, the AML Python SDK can be used. In this section, we will show you how to
use AMLS to train a classification model on your Titanic dataset with AutoML to predict whether a
passenger would survive the Titanic disaster or not.

Please sign in to AMLS at https://ml.azure.com and follow these instructions:

1. Select your subscription and the workspace you have been using throughout the book.

2. On the left-hand side of the studio, click on Automated ML as shown in Figure 5.4:

Microsoft Azure Machine Learning Studio

= Microsoft > amls-ws > Automated ML

9 Meert Automated ML
Let Automated ML train and find the best model based on your data without writing a single line of
-+ New
& Home —+ New Automated MLrun (O Refresh
Author
El Notebooks Recent Automated ML runs
/& Automated ML
Display name * Experiment Status  Submitted time Duration
5% Designer
Assets elated_pumpkin_... training-exp @ com Mar3,2022 7:42 AM 37m 36s
B} patasets ) X . X
epic_curtain_syhg... Tutorial-NYCTaxi @ com Feb 25,2022 12:15AM  23m 11s
A Experiments
o] Components orange_kettle 9¢1... Tutorial-NYCTaxi o Com Feb24,202211:46 PM  19m 30s
¥ Gipelines goofy_napa_f07vrttt automl-forecas... @ Com Feb 24,2022 1053 PM  30m 42s
@ Models
%> Endpoints
Manage Documentation

= Compute

B, Environments A Concept: What is Automated ML?

€ Datastores

@ Data Labeling A Tutorial: Create your first classification model with Automated ML

> Linked Services

é Blog: Build more accurate forecasts with new capabilities in Automated ML

Figure 5.4 — Importing AutoMLConfig
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3. Select + New Automated ML run, which takes you to the screen to select your dataset for the
model. If you don’t have the dataset for training, you can click on + Create dataset to upload
titanic.csv from your local computer to Azure as shown in Figure 5.5:

Microsoft Azure Machine Learning Studio

9 Microsoft

+ New

fm Home
Authar

El Notebooks

£ Automated ML

a2 Designer
Assets

'F,'o Datasets

A Experiments

E{" Components

E—? Pipelines

B Models

%> Endpoints

Micresoft > amls-ws > Automated ML > Startrun

Create a new Automated ML run

® Select dataset

Configure run

Select task and settings

[Optional] Validate and test

Select dataset
Select an input dataset from the list below, or create a new dataset. Automated ML
authoring runs.

+ Create dataset ~ () Refresh ‘ D Show supported datasets only

D From local files

8 From datastore

[& From web files

Dataset type
I From Open Datasets
training-ds Tabular
many_models_inference_data_partitioned_16462...  Tabular

many_models_train_data partitioned 1646287538  Tabular

Figure 5.5 - Creating a new dataset by uploading titanic.csv from your local computer

4. Provide basic information for the dataset as shown in Figure 5.6:

Microsoft Azure Machine Learning Studio

9

2

S

Create dataset from local files

@ Basic info

Datastore and file selection

Settings and preview

Schema

Confirm details

Basic info

Name *

training

Dataset type * @

Tabular %

Description

Dataset description

Figure 5.6 — Providing basic information for the dataset
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5. On the next screen, click on Browse to locate and upload titanic. csvas shown in Figure 5.7.
The dataset is available in the GitHub repo for this book:

Microsoft Azure Machine Learning Studio

Create dataset from local files

S
+ @ Basicinfo Datastore and file selection
i
Select or create a datastore * ©
Bl @ Datastore and file selection workspaceblobstore ¥ O
ﬁ, > Create new datastore
&8 Settings and preview
Select files for your dataset *
These files will be uploaded to your selected datastore and made available in your workspace.
By Supported file types include: delimited (i.e. csv, tsv), Parquet, JSON Lines, and plain text.
Schema
;
a
& Upload path *
X Confirm details
I ul Files will be uploaded to '$(Upload path)/03-15-2022_062243_UTC'
v
@

Figure 5.7 - Providing the location of stored data files
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6. Once uploaded, the next screen will show you the settings and preview based on the upload
file. The only setting you need to change is under Column headers, which you should set to
Only first file has headers as shown in Figure 5.8:

Create dataset from local files

File format
@& Basicinfo

\ Delimited v
| Delimiter Example
@ Datastore and file selection Comma ~ | Field1,Field2,Field3
| Encoding

\ UTF-8 o |
@ Settings and preview

Column headers

\ Only first file has headers v l
Schema Skip rows

‘ None v ‘
Confirm details D Dataset contains multi-line data ©

() Note: Pracessing tabular files with multi-line data is slower because multiple CPU
cores cannot be used to ingest the data in parallel. Checking this option may result in
slower processing times.

Id [ Passengerld =] Survived =] Pclass

1 1 0 3 Braund,
Harris

2 2 1 1 Cumings
Bradley (

oo | N

Figure 5.8 — Dataset preview
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7. The next screen will show the dataset’s schema, which has been autodetected from the file as
shown in Figure 5.9:

Create dataset from local files

[ o] Pelass Not applicable to selecte... Integer ~ |
@ Basicinfo
| ‘) Name Not applicable to selecte... ~ ‘ String ~ |
Datastore and file selection
T a@ Sex Not applicable to selecte... ‘ String ~ |
Age ; i e
® settings and preview ‘) Not applicable to selecte... ‘ Decdimal (dot ) hd |
| ‘) Sibsp Not applicable to selecte... ~ Integer e |
@® Schema
0 Parch Not applicable to selecte... ‘ Integer N |
Confirm details ‘) Ticket Not applicable to selecte... ‘ String v |
‘) Fare Not applicable to selecte... ‘ Decimal (dot ') A4 |
c Cabin Not applicable to selecte... ~ ‘ String e |
‘) Embarked Not applicable to selecte... ‘ String e |

| Back | Next

Figure 5.9 — Dataset settings
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8. The last step is to review and confirm the details and click on Create as shown in Figure 5.10:

Create dataset from local files

Basic infi L ) .
© Basicinfo Basic info Datastore and file selection
I Name Datastore
@ Datastore and file selection training workspaceblobstore
Dataset type Selected files (1)
| Tabular titanic.csv
@ Settings and preview Path
UI/03-15-2022_064508_UTC/titanic.csv
| File settings
@ Sschema File format
Delimited
| Delimiter
@ Confirm details Comma
Encoding
UTF-8

Column headers

Only first file has headers
Skip rows

None

D Profile this dataset after creation @

Figure 5.10 — Reviewing and confirming the creation of the dataset
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9.  You will be taken back to the list of the datasets. You should see your Titanic dataset, which
we named training, at the top of the list. Go ahead, select it, and click on Next as shown in
Figure 5.11:

Microsoft > amls-ws > Automated ML > Startrun
Create a new Automated ML run
@ Select dataset Select dataset

Select an input dataset from the list below, or create a new dataset. Automated ML currently only supports
authoring runs.

Configure run () Success: training dataset created successfully. It may take a few seconds for lists to be updated. Click here to go to this «
- Create dataset ~ () Refresh ‘ Q Show supported datasets only
Select task and settings
2 search | Y Allfilter
Showing 1-2 of 9 datasets
[Optional] Validate and test
Dataset name Dataset type Created on |
(] training Tabular Mar 15, 2022 3:...
training-ds Tabular Mar 3, 2022 7:3...
many_models_inference_data_partitioned_16462...  Tabular Mar 3, 2022 1:2...
many_models_train_data_partitioned 1646287538  Tabular Mar 3, 2022 1:0...
many_models_inference_data_partitioned_16462...  Tabular Mar 3, 2022 12....
many_models_train_data_partitioned_1646284077  Tabular Mar 3, 2022 12....

Figure 5.11 — Select the training dataset and clicking on Next

139



140 Azure Automated Machine Learning

10. In this step, you need to create an experiment for your AutoML run and then select the target
column, sometimes called the dependent variable, and lastly, select a compute cluster for the
model training as shown in Figure 5.12:

Microsoft > amls-ws > Automated ML > Startrun

Create a new Automated ML run

Configure run

@ Select dataset Select from existing experiments or create a new experiment, then select the target column and training compute.

Learn mare on how to configure the experiment. &

Dataset
@ Configure run atase
training (View dataset)

Experiment name *

Select task and settings
O Select existing @ Create new

New experiment name @
[Optional] Validate and test I automl-classification-titanic l

Target column * (D

l Survived (Integer) v I

Select compute type

I Compute cluster v I

Select Azure ML compute cluster *

l compute-cluster v I

+ New O Refresh computes

Figure 5.12 — Creating a new AutoML experiment and selecting the target column and compute cluster
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11. On the next screen, you can select the machine learning task. AutoML has auto-detected the
task based on the target column. In this case, it should be Classification as shown in Figure 5.13:

Microsoft > amls-ws > Automated ML > Startrun

Create a new Automated ML run

@ Select dataset

& Configure run

@ Select task and settings

[Optional] Validate and test

Select task and settings
Select the machine learning task type for the experiment. To fine tune the experiment, choose additional configur
featurization settings.

|I_I| Classification o

To predict one of several categories in the target column. yes/no, blue, red, green,

D Enable deep learning ®

@ Regression

To predict continuous numeric values
@ Time series forecasting

To predict values based on time

8 View additional configuration settings B8 View featurization settings

Figure 5.13 - Selecting the machine learning task (for example, in this case, Classification)
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12. Next, click on View additional configuration settings to open a window to set Additional
Configurations, such as the Primary metric configuration for the model performance and
the exit criteria. We use the Area Under the Curve (AUC) for the metric and set the training
job to terminate if no further performance is gained in 30 minutes (0 . 5 hours). Click Save to
exit as shown in Figure 5.14:

Additional configurations X

Primary metric (O

’ AUC weighted v

Explain best model @

Use all supported models ®
Blocked models (D

| A list of models that Automated ML will not use during training.

> Additional classification settings

v Exit criterion

Training job time (hours) © ’ 0.5 |

Metric score threshold (O \ Metric score threshold I

> Concurrency

Save Cancel

Figure 5.14 — Configuring settings for the training job
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13. Click Next to be taken to the next screen. To validate the performance of the trained model thus
far, please select k-fold cross validation, and make the Number of cross validations setting 3.
For the Test dataset (preview) option, select Test split (choose a percentage of the training
data), set Percentage test of data to 10, and finally, click on Finish as shown in Figure 5.15:

Microsoft > amls-ws > Automated ML > Start run

Create a new Automated ML run

@ Select dataset [Optional] Select the validation and test type
You can choose a validation type and select a test dataset as an optional step. Providing your own validation and test datasets are
| currently preview features.

@ Configure run Validation type @

| l k-fold cross validation v ‘

@ Select task and settings Number of cross validations *

| E |

@ [Optional] Validate and test

Test dataset (preview) (D

l Test split (choose a percentage of the training data) v ‘

Percentage test of data * ()

E |

Automated ML recommends that between 10 and 30 percent of data is held out for test

e |

Figure 5.15 - Setting the validation type and test dataset

14. Once the model training is done, you will be presented with a screen summarizing the training
statistics, such as the duration of the training, a link to the training dataset, and a summary
of the best-performing model, with the name of its algorithm and its performance metric (for
example, AUC weighted) as shown in Figure 5.16:
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Microsoft > amls-ws > Automated ML > automl-classification-titanic > kind_glove_v8ztms12

kind_glove_v8ztms12 &

(D Refresh (B Edit and submit (preview) Cancel [il] Delete

Details Data guardrails Models Outputs + logs Child runs Snapshot
Properties Best model summary
Status Algorithm name

@ cCompleted VotingEnsemble

Ensemble details
1= View ensemble details

Warning: No scores improved over last 20 iterations, so experiment stopped early. This
early stopping behavior can be disabled by setting enable_early_stopping = False in
AutoMLConfig for notebook/python SDK runs.

AUC weighted

See more detalls 0.87978 = View all other metrics

Created
Mar 16, 2022 10:19 AM

Sampling
100.00% @

Started Registered models

Mar 16, 2022 10:19 AM

Duration

24m 44.07s

Compute duration
24m 44.07s

Compute target

No registration yet

Deploy status
No deployment yet

Run summary

Task type

compute-cluster Classification = View configuration settings

Run ID Featurization

Figure 5.16 — Model and run summary after training is completed

Now that you have seen how to leverage AutoML through AMLS, take a moment to review
the output not only in the Details section as shown in Figure 5.16 but also review each tab and
explore the wealth of information provided during an AutoML experiment run.

Next, we will explore leveraging AutoML through the AML Python SDK. The AML Python SDK
provides fine-grained control over your experiment, as we will see in the next section.

AutoML using the AML Python SDK

Now that you have seen how to leverage AutoML inside AMLS, we will explore creating a model
leveraging the AML Python SDK.

Earlier in the chapter, in Introduction to AutoML, we cloned our sample notebooks to leverage this
material. For this chapter, note that there is a single notebook titled Chapter5 Titanic AutoML.
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The initial code should look familiar, as the preparation of the dataset has not changed. However,
when we run the experiment, we will now be leveraging an AutoML experiment.

In order to run an AutoML experiment, we will need to import AutoMLConfig as shown in line
8 of the following figure.

Here’s AutoMLConf ig being imported with the Python SDK:

1 import azureml.core

2 from azureml.core import Workspace

3 import pandas as pd

4

5 from azureml.core.experiment import Experiment
6 from azureml.core.workspace import Workspace

7 from azureml.core.dataset import Dataset

8 from azureml.train.automl import AutoMLConfig

9
1e # Load the workspace from the saved config file
11 ws = Workspace.from_config()
12 print( 'Ready to use Azure ML {} to work with {}'.format(azureml.core.VERSION, ws.name))

Figure 5.17 — Importing AutoMLConfig

As part of an AutoML experiment, we are required to specify a training dataset, but we are not required
to specify a validation or testing dataset. However, we can specify the training and validation datasets,
and the test datasets in preview. In our sample, we will separate the dataset into a training, test, and
validation dataset.

Leveraging the train test split method from sklearn, we will break the dataset into three
datasets used for training, validation, and testing.

Let’s now look into how we can split the data for training the model and also test the model to analyze
the accuracy of the model built:

1. The following code is going to split the dataset between model training and model evaluation. We
are also specifying which column is used for prediction - in the following case, it's Survived.
Then, we will print the output to validate whether the split worked or not. Here’s the dataset
being split for model training, testing, and validation:
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from sklearn.model selection import train_test split

print{df.shape)
X_train, X test = train_test split(df, test size=8.2, random state=223)

# Use the same function above for the wvalidation set
¥X_train, X_val = train_test_split(x_train, test_size=8.2, random_state= 8)

print("X_train shape: {}".format(X_train.shape})
print{"X_test shape: {}".format(X_test.shape))
print("X_val shape: {}".Tormat(X_val.shape))

label = "Survived”

X_train.to_csv('./automl_train/train.csv', index = False)
¥ _test.to csv('./automl train/test.csv', index = False)
¥ _wval.to_csv('./automl_train/validate.csv', index = False)

Figure 5.18 — Dataset splitting

Once the dataset has been split, we can upload the datasets from our local directory where
they have been saved in the AML default data store. The local directory where the CSV files are
saved is the automl_train folder, and when placed into blob storage, they will be placed
into a directory called titanic-auto-ml.

In the following screenshot, the directory is uploaded into the default data store:

default_ds = ws.get_default_datastore()
default_ds.upload{src_dir="./automl_train', target_path="titanic-auto-ml",
overwrite=True, show progress=True)

Figure 5.19 — Uploading datasets to the data store

Given that the data is now in blob storage, we can leverage the files to create tabular datasets
with the AML Python SDK, noting their location in blob storage as shown here:

from azureml.core import Dataset

#Create a tabular dataset from the path on the datastore

train_dataset = Dataset.Tabular.from_delimited_files(default_ds.path( ' titanic-auto-ml/train.csv’})

test_dataset = Dataset.Tabular.from_delimited files(default_ds.path( 'titanic-auto-ml/test.csv'))
validation_dataset = Dataset.Tabular.from_delimited_files(default_ds.path( titanic-auto-ml/validate.csv"))

Figure 5.20 - Creating AML tabular datasets
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4. Using the AML Python SDK, we can create an experiment as shown in the following code

block in line 4:
1 # choose a name for experiment
2 experiment _name = 'automl-classification-titanic’
3
4 experiment=Experiment{ws, experiment_name)

Figure 5.21 — Creating an Azure ML experiment

An AutoML experiment can be run on a compute instance but given the duration of an
experiment will be longer than we have seen up to this point, we will run it on a compute cluster.
The following code shows how to create a compute cluster as we saw in Chapter 1, Introducing
the Azure Machine Learning Service.

5. Next, we will create a compute cluster for us to write out code:

from azureml.core.compute import ComputeTarget, AmlCompute
from azureml.core.compute_target import ComputeTargetException

cluster_name = "aml-cluster”

try:
# Check for existing compute target
training_cluster = ComputeTarget(workspace=ws, name=cluster_name)
print('Found existing cluster, use it.")
except ComputeTargetException:
# If it doesn't already exist, create it
try:
compute_config = AmlCompute.provisioning_configuration(vm_size="STANDARD_DS11 V2', max_nodes=2)
training_cluster = ComputeTarget.create(ws, cluster_name, compute_config)
training_cluster.wait_for_completion(show_output=True)
except Exception as ex:
print(ex)

Figure 5.22 - Compute cluster creation for running the AML experiment run

For an AutoML experiment, we are able to provide fine-grained control over the experiment
that is being run with the Python SDK.
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6. An AutoML experiment run through the SDK can specify its behavior during the experiment run:

1 automl_settings = {

2 "experiment_timeout_hours"™ : 8.3,
3 "enable_early_stopping” : True,

4 "iteration timeout minutes™: 5,

5 "max_concurrent_iterations”: 4,

6 "max_cores per iteration": -1,

7 #"n_cross validations": 2,

2 "primary_metric”: "AUC_weighted’,
jal "featurization™: ‘auto’,

18 "verbosity": logging.INFO,

11}

Figure 5.23 — AutoML experiment settings

As shown in Figure 5.23, we are able to specify experiment time hours. If no value is provided,
the experiment run will time out after 6 days. enable early stopping, which defaults to True,
will stop the experiment early if the model is not improving after n_interations. This behavior
ensures that at a minimum, 20 iterations are run before an experiment run is stopped early.

iteration_timeout_ minutes is the number of minutes each iteration can run before it
is terminated. If it is not specified, a default value of 1 month is used. Another setting that can be
configured is max concurrent iterations. An AML compute cluster can handle a single
iteration per node. Specifying this value will expand the number of active nodes in a given cluster.
Ifmax concurrent iterations is greater than the node count in a given cluster, then the
experiment runs will be queued and will execute once a node is available within a cluster. Setting
max_cores_per iteration to avalue of -1 indicates that all the cores available from the
compute running the iteration should be leveraged. This value defaults to 1. It is acceptable to provide
values of -1, 1, or a number that is less than or equal to the number of cores that are on the compute
running the training experiment.

We can specifyn_cross_validations, and that will ensure the validation dataset will be extracted
from the training data. However, in our experiment, we are explicitly passing a validation dataset,
so this is commented out in line 7 of Figure 5.23. If neithern _cross validations is set nor is
a validation dataset provided, AutoML will use its own validation techniques. If neither is provided
and an AutoML experiment run is working with a dataset greater than 20,000 rows, 10% of the data
will be used as a validation dataset. If a dataset is smaller than 20,000 rows, then cross-validation is
leveraged. If the dataset is less than 1,000 rows, 10 folds are used for cross-validation, and if the dataset
is between 1,000 and 20,000 rows, then 3 folds are used for cross-validation.
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primary metric is the metric used to evaluate the model. Each task type has a list of valid metrics.
The code here provides a list of the metrics available to use for a classification model evaluation:

1 azureml.train.automl.utilities.get primary metrics('classification’)

" <1 sec

["norm_macro_recall’,
"precision_score_weighted’,
"AUC_weighted',

"accuracy’,
"average_precision_score_weighted’]

Figure 5.24 — Primary metrics for classification

Another property of an AutoML experiment run that can be set is featurization. The value here can
either be set to auto, of £, or FeaturizationConfig. If the value of FeaturizationConfig
is specified, you can provide custom featurization, which will allow you to specify column transformer
properties that support an imputer using the mean, median, or mode, as well as a one-hot hash
encoding. For our example, we will leave the featurization as auto.

By setting the value of verbosity in Figure 5.23, we specify how granular the information logged in a
given experiment will be. Keeping the logging at the INFO level will provide fine-grained logs inside
the run of an AutoML experiment.

The next thing that needs to be done is creating the Aut oMLConf ig object for running the experiment.
There are many properties to support an AutoML experiment run. The first property we will review
is the property task. The supported task types include classification, regression, and forecasting.
Currently, in public preview, multi-class and multi-label image classification, object detection, and
instance segmentation are available. For our task type, we will select ' classification' asshown
in the following screenshot:

13 automl config = AutoMLConfig(task = "classification’,

14 debug_log = 'automl_errors.log’,

15 compute_target=training_cluster,

16 experiment_exit_score = ©.9984,

17 blocked models = ['KNN®, 'LinearSvM'],
18 enable onnx_compatible models=True,
19 training_data = train_dataset,

28 label column_name = label,

21 validation data = validation_dataset,
22 test_data=test dataset,

23 **automl settings

24 )

Figure 5.25 - AutoMLConfig object
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The debug 1log property specifies the log file to which the debug information is written. If not
specified, the value of 'automl .log' is used as the log file name.

compute target is specified, which can be either a compute instance or a compute cluster.
Leveraging a compute cluster enables concurrent runs for an AutoML experiment run, which cannot
be leveraged by a compute instance.

blocked models is a list of models to exclude from a given AutoML experiment run. For a
classification model, the following is a list of models that can be excluded from a given experiment:

Classification Model AutoMLConfig Value

Averaged Perceptron Classifier AveragedPerceptronClassifier
Bernoulli Naive Bayes BernoulliNaiveBayes

Decision Tree DecisionTree

Extreme Random Trees ExtremeRandomTrees

Gradient Boosting GradientBoosting

K-Nearest Neighbors Classifier KNN

Light GBM Classified LightGBM

Linear Support Vector Machine LinearSVM

Logistic Regression LogisticRegression
Multinomial Naive Bayes MultinomialNaiveBayes
Random Forest RandomForest

SGD Classifier SGD

Support Vector Machine SVM

TabNet Classifier TabNetClassifier

TensorFlow DNN Classifier TensorF1owDNN

TensorFlow Linear Classifier TensorFlowLinearClassifier
XGBoost Classifier XGBoostClassifier

Figure 5.26 - List of models available to block

enable onnx compatible models defaults to a value of False. If this value is set to True,
then you can export models in the ONNX format to leverage them for high-performance gains
during inference.

training data can be a pandas DataFrame, an AML dataset, or a tabular dataset. Figure 5.20
showcases how to create the tabular training dataset, which is passed to the Aut oMLConf ig object
in Figure 5.25 on line 19. Note that the training dataset does include the response variable, Survived,
which is specified as the response variable in the 1abel column_name property on line 20.
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Note that the validation dataset is provided in AutoMLConfig in the property named validation
data, which means thatn_cross_ validations cannot be provided in automl settings.
As mentioned earlier, it is not valid to supply both.

As part of the AML Python SDK, you can specify test data. This feature is currently in preview.
Metrics are calculated by using this dataset.

experiment exit score is the value to hit for the primary metric. If the primary metric hits
that value, then the experiment will terminate early.

In order to run the experiment, the automl config object is submitted to the experiment as
shown in the following code:

1

remote_run = experiment.submit(automl_config, show _output = False)

Figure 5.27 — Submitting the AutoML experiment run

In the notebook, while not required, we can specify to hold off on the execution of future cells until
the run is complete by executing the following code:

1 # Wait for the remote run to complete
2 remote _run.wait for_ completion()

Figure 5.28 — Waiting for completion

Wait for the experiment to complete and then move on to see the output of the model training. We
can also view the metric to understand how the model performed.

Parsing your AutoML results via AMLS and the AML SDK

When the experiment run is completed, we are able to extract valuable information from the AutoML
experiment run by leveraging the AML Python SDK:

1.

For an AutoML experiment run, each run is executed as a child run of the AutoML experiment
run. This means that we can get the best run for the experiment run by looking at the child
runs for a given run as shown in Figure 5.29:

1 # Retriewve the best Run object
2 best_run = remote_run.get_best_child()
3 best run

Figure 5.29 - Retrieving the best child run for an AutoML experiment run
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2. Aswe can view the information programmatically, we are also able to retrieve the best model
through AMLS. In the studio, by clicking on the automl-classification-titanic
experiment, we can see the run created for the experiment.

3. Clicking on the run hyperlink brings us to the details of the experiment run. If we move
over to the Models tab, we can see the models by their values for the primary metric, and an
explanation provided for the best model:

plum_market_xnyzh863 &

O Refresh Edit and submit (preview) Cancel ]E Delete

Details Data guardrails Models Outputs + logs Child runs Snapshot

() Refresh Deploy ~ Download Explain model View generated code (preview) B8 Edit colum

/O Search

Showing 1-25 of 32 models

Algorithm name Explained AUC weighted | Sampling
VotingEnsemble View explanation 0.90023 100.00 %
StandardScalerWrapper, XGBoostClassifier 0.89524  100.00 %
MaxAbsScaler, XGBoostClassifier 0.88546  100.00 %
StandardScalerWrapper, XGBoostClassifier 0.87942  100.00 %
MaxAbsScaler, ExtremeRandomTrees 0.87099  100.00 %

Figure 5.30 — Retrieving the best child run for an AutoML experiment run in AMLS

From Figure 5.30, if we click on the View explanation hyperlink, we can explore information
about the best model that AutoML was able to create.
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4. By clicking on the Aggregate feature importance tab, we can see the features that had the
highest impact on the model. We can see that Sex, Pclass, Age, and Fare were the top four
features by importance for the model that was created:

Details  Model  Explanations (preview) ~ Metrics  Data transformation (preview) ~ Testresults (preview) ~ Outputs +logs  Images  Childruns  Snapshot  Monitoring (preview)

Explanation 1D > + New cohort Model performance  Dataset explorer  Aggregate feature importance  Individual feature importance

2b0809c4

8554bb5

L= < R R o Y T S A

=
=@

& Edit cohort Explore the top-k important features that impact your overall model predictions (a.k.z. global explanation). Use the slider to show descending feature importances. All

cohorts' feature importances are shown side by side and can be toggled off by selecting the cohort in the legend. Click on any of the features in the graph to see a

DATA STATISTICS density plot below of how values of the selected feature affect prediction.

Binary classifier B
163 cstzpornts Top 4 features by their importance

Testures O

Dataset cohorts
DATASET COHORTS
All data
143 datapoints
ofiters

Toggle cohorts on and off in the plot
by clicking on the legend items.

® Al data

Sort by

All data ~

Chart type

©® Bar
O 8ox

Aggregate feature importance

Figure 5.31 - Aggregate feature importance

From the best _run object, we can pull back the featurization that occurred on the dataset
programmatically by downloading the featurization summary json file from the
outputs directory. This gives us insight into the automated featurization that occurred on
the dataset to provide the best model:

# Download the featurization summary 150N file locally
import json
best_run.download_file("outputs/featurization_summary.json”, “"featurization_summary.json")

# Render the JSON as a pandas DataFrame
with open(”featurization_summary.json™, "r") as f:
records = json.load(f)

pd.set_option('display.width’, 1ees)

pd.set_option('display.max_colwidth’, 1@ee)
pd.DataFrame.from_records(records)

Figure 5.32 - Retrieving the featurization results
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6. The featurization results can not only be reviewed programmatically but the explanation of the
best model within AMLS can also be reviewed as shown here:

Details  Model  Explanations (preview) ~ Metrics  Data transformation (preview)  Testresults (preview)  Outputs + logs  Images  Childruns  Snapshot  Menitoring (preview)

The following diagram illustrates the data preprocessing, feature engineering, scaling technigues and the machine leaming algorithm that Automated ML applied to generate this particular model.

data_source - 7 col

5col 2col

Categorical Numeric

StringCast-CharGramCountVectorizer ModeCatimputer-StringCast-LabelEncoder Meanimputer

9 col 9 ¢ol 1col

prefittedsoftvotingclassifier

Figure 5.33 - The data transformation process implemented by AutoML

7. The run details can be viewed directly in the notebook by leveraging the RunDetails widget
as shown in the code in Figure 5.34:

1 from azureml.widgets import RunDetails
2 RunDetails(remote_run).show( )I
v

Figure 5.34 - The RunDetails widget

8. With the widget, you can visualize the value of the metric at each iteration of the training run
for the primary metric (and other metrics as well), as seen in the following figure:

AutoML Run with metric : AUC_weighted

0.9 . d
P

0.88

L ™Y o
0.86 ® °

[ ]
° L ° L
0.84
° ]
0.82
08 L]
0 5 10 15 20 25 30 35

Figure 5.35 — Training iteration for the AutoML experiment run
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9. For the training run, we are able to pull out the best run and the fitted model programmatically
through the SDK as shown here:

1 best run, fitted model = remote run.get output()
2 print(best_run)
3 print({fitted model)

Figure 5.36 — Retrieving the best model

10. We are also able to retrieve the estimator leveraged by AutoML as shown here. estimator
is a class that helps organize the execution and configuration used for a particular run. It also
allows us to configure the scale and compute used for the modeling. There are multiple steps
inside estimator to be the code, and [-1] goes back to the previous steps:

1 estimator = fitted model.steps[-1]
2 print(type(estimator))
3 print(estimator)

Figure 5.37 — Retrieving the estimator

11. Given the model has been retrieved, we are able to leverage it for predictions directly as shown
in Figure 5.38:

X_test = pd.read_csv('./automl_train/test.csv')

¥ test

¥ _test.pop("Survived")

y_predict = fitted model.predict(X test)

1
2
3
4
=
6 print(y_predict[:18])

Figure 5.38 — Leveraging the AutoML model directly
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12. We can leverage the test dataset to obtain metrics for the experiment, but we can also view a
child run for the run that the best model was created for and retrieve the primary metrics for
the test dataset:

strong_beach_wOkjmgt9 & ¢

() Refresh  [> Deploy | Download & Explain model View generated code (preview) ~ Test model (preview) Cancel Delete

Details Model Explanations (preview) Metrics Data transfarmation (preview) Test results (preview) Outputs + logs Images Child runs
Display name * Status Submitted time Duration  Submitted by Compute target Run type
willing_wolf_vehff4jf o Completed Mar 14, 2022 9:10 PM 325 Megan Masanz aml-cluster Model test
sharp_dress_90h4zhkj ° Completed Mar 14, 2022 9:10 PM 12s Megan Masanz aml-cluster Model explanati

Figure 5.39 — Best model child run

13. Clicking on the run for the model test displays the metrics that were computed for the test
dataset provided. This is on the unseen data that was not leveraged for model creation:

Tags

@ Mo tags

Metrics

AUC_binary AUC_weighted
0.873 0.873

AUC _macro accuracy

0.873 0.81

AUC_micro i= View all metrics
0.894

Figure 5.40 — Best model child run metrics
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14. As an output of the model, a scoring file is generated that can be leveraged for model
deployment. This score . py file can be downloaded from the best run as shown in Figure 5.41:

model name = best run.properties[ 'model name’ ]
print(model name)
script_file_name = 'inference/score.py’

best_run.download_file('outputs/scoring_file v_1 @ 8.py', "inference/score.py’)

Figure 5.41 - Downloading the scoring file

15. Leveraging the AML Python SDK, the model can be registered to the AML workspace to enable
the model deployment as shown in Figure 5.42:

description = "AutoML Model trained on data to predict survial’
tags = None
model = remote_run.register_model(model_name = model_name, description = description, tags = tags)

[ I S N A

print(remote_run.model_id) # This will be written to the script file later in the notebook.

Figure 5.42 — Registering the AutoML model

16. Given that the model is registered and the scoring script is defined, we can deploy the model
as an ACI service as shown in Figure 5.43. Once the model has been deployed, which usually
takes a few minutes, we can then use Postman or another REST- or HT'TP-based client to call
the inferencing API to test or consume other applications:

from azureml.core.model import InferenceConfig
from azureml.core.wsbservice import AciWebservice
from azureml.core.model import Model

inference_config = InferenceConfig(environment = best_run.get_environment(), entry_script=script_file_name)

aciconfig = Aciwebservice.deploy_configuration(cpu_cores = 2,
memory_gh = 2,
tags = {'type’: "automl classification"},
description = 'sample service for Automl Classification')

aci_service name = 'automl-titanic

print(aci_service_name)

aci_service = Model.deploy(ws, aci_service_name, [model], inference_config, aciconfig)
aci_service.wait_for_deployment(True)

print(aci_service.state)

Figure 5.43 — Model deployment
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17. We are then able to call the test endpoint for real-time inferencing as shown in Figure 5.44:

import requests

1
2
3 ¥_test_json = X_test.to_json(orient="records")
4 data = "{\"data\": " + X_test_json +"}"

S headers = {'Content-Type': "application/json’'}
6

7

8

9

resp = requests._post{aci_service.scoring_uri, data, headers=headers)

y_pred = json.loads(json.loads(resp.text))[ 'result’]
18 print{y_pred)

Figure 5.44 — AutoML best model deployment

Next, let’s summarize the chapter.

Summary

In this chapter, we gave you an overview of Azure AutoML. We talked about how featurization,
which can be an extremely time-consuming task, is handled by AutoML. We then explored how to
use AutoML via AMLS for a no-code experience. Finally, we walked you through writing code using
AutoML via the AML Python SDK and how to view and parse the output.

In the next chapter, we will show you how to deploy your ML models for real-time inference - for
example, calling a REST API exposing the trained model - and for batch scoring.



Part 2:
Deploying and Explaining
Models in AMLS

In Part 2, readers will learn how to deploy models in AMLS in batches and in real time. Additionally,
they will learn how to explain ML models and mitigate bias using AMLS.

This section has the following chapters:
o Chapter 6, Deploying ML Models for Real-Time Inferencing
o Chapter 7, Deploying ML Models for Batch Scoring

o Chapter 8, Responsible Al
o Chapter 9, Productionizing Your Workload with MLOps
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Deploying ML Models for

Real-Time Inferencing

In this chapter, we will look at how data scientists and ML professionals can make predictions available
through a REST service hosted in Azure to support real-time predictions. Data is sent to a REST
API, and the predicted result is provided in the response. This allows for a variety of applications to
consume and leverage a model created with AMLS. We will explore a variety of options for making
your models available in real time with AML.

So far, we have leveraged AMLS to handle feature engineering and built and registered models. In
this chapter, we will focus on providing solutions that leverage your model to provide predictions on
datasets in real time.

Azure Machine Learning provides several options for providing inferencing to business users to
support batch and real-time inferencing use cases.

In this chapter, we will cover the following topics:

« Understanding real-time inferencing and batch scoring

« Deploying an MLflow model with managed online endpoints through AML Studio

« Deploying an MLflow model with managed online endpoints through the Python SDK v2
« Deploying a model with managed online endpoints through the Python SDK v2

« Deploying a model with managed online endpoints through the Azure CLI v2
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Technical requirements

In order to access your workspace, repeat the steps from the previous chapter:

1.

2
3.
4

Gotohttps://ml.azure.com
Select your workspace name.
On the workspace user interface on the left-hand side, click Compute.

On the Compute screen, select your compute instance and select Start.

—+ New () Refresh| (®) Start Stop Restart [i] Dele
O Search

(] Name w State

®  amldevcomp © Stopped

Figure 6.1 — Start compute

Your compute instance will change from Stopped to Starting status.

In the previous chapter, we cloned the Git repository; if you have not already done so, continue
to follow these steps. If you have already cloned the repository, skip to step 9.

Open the terminal on your compute instance. Note the path will include your user in the directory.
Type the following into the terminal to clone the sample notebooks into your working directory:

git clone https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git

Clicking on the refresh icon shown in Figure 6.2 will update and refresh the notebooks displayed

on your screen.

Figure 6.2 — The refresh icon


https://ml.azure.com

Understanding real-time inferencing and batch scoring

9. Review the notebooks in your Azure-Machine-Learning-Engineering directory.
This will display the files cloned into your working directory, as shown in Figure 6.3:

v &1 Chapter06
> Bl prepped_data
[¢ Chapter 6 Model Creation Prep & Registration.ipynb
[ Chapter 6 Model Deployment CLI V2 - Create Scripts.ipynb
[¢ Chapter 6 Model Deployment MLFlow SDK V2.ipynb

[¢ Chapter 6 Model Deployment SDK V2.ipynb

Figure 6.3 — Azure-Machine-Learning-Engineering

Understanding real-time inferencing and batch scoring

Models can be deployed to support different use cases and different business requirements. When
deploying a model in production, how you choose to deploy your model should be based on your
user requirements. If you need to have a prediction available in real time to support streaming or
interaction with your prediction in other applications, then real-time inferencing will be required.
Real-time inferencing requires compute resources to be active and available for your model to provide
aresponse. If your application requires less responsive predictions that are stored in a file or perhaps
a database, then batch inferencing would be the correct selection. Batch inferencing allows you to
spin up and down compute resources.

Before model deployment, the compute for hosting a real-time web service will need to be selected.
For real-time inferencing, Azure Kubernetes Service (AKS), Azure Container Instances (ACI), and
Azure Arc-enabled Kubernetes are compute resources supported through your AML workspace. AKS
is typically used to support production workloads, and ACI is typically leveraged to support lower
environments with CPU-based workloads. Azure Arc-enabled Kubernetes is typically used to run
inferencing with on-premises resources where clusters are managed in Azure Arc. In this chapter, we
will also explore the option of leveraging a managed online endpoint, which will provide a level of
abstraction over the compute resources required for model deployment.
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Note that there are actually two different types of compute that can be leveraged for an online endpoint.
One type is the aforementioned managed online endpoints, and the other is Kubernetes online endpoints.
Managed online endpoints provide fully managed compute provisioning, scaling, and also host OS
image updates. Kubernetes online endpoints are designed for teams that want to manage those items
through their own Azure Kubernetes cluster. Managed online endpoints automate the provisioning
of the compute, automatically update the host OS image, and provide automatic recovery in the event
of a system failure. Due to these advantages, we will focus our efforts on managed online endpoints.

Managed online endpoints not only provide a level of abstraction around the compute resources
required to deploy a REST endpoint; they also support multiple deployments to a single endpoint,
often referred to as blue/green deployment. Blue/green deployment is the practice of moving traffic
from one release to another. So, when we deploy a managed online endpoint, we can have an initial
model that is deployed and then deploy a new model to the same endpoint. After the new model is
available on the managed online endpoint, we can move users to the new deployment with the new
model. This means for each managed online endpoint, we will not only be deploying the managed
online endpoint but also the endpoint deployments.

Note

Managed online endpoints are required to have a unique name within an Azure region. Not
providing a unique name will result in a failed deployment.

We will be exploring options to make your model available to support real-time use cases leveraging
managed online endpoints and deployments in this chapter. In the next section, we will explore
deploying your model with AMLS Studio for a low-code experience.

Deploying an MLflow model with managed online
endpoints through AML Studio

In order to deploy a model to a web service, we will be required to define the environment, which
includes the Conda and pip dependencies, our compute resources, and a scoring script. The scoring
script, also called an entry script, will load the model in an initialization function, as well as handle
running predictions with the incoming data to the web service.

With MLflow models, not only is the model packaged but AML also understands how to consume
the model, so there is no need to configure an environment or entry script for the model deployment
with managed online endpoints; AML understands these models natively. This makes deploying the
model very easy from the UI and through code.
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In previous chapters, we leveraged MLflow to create and register models. Proceed to the Chapter
6, Prep-Model Creation & Registration.ipynb notebook to create and register a
model to leverage MLflow, as we did in previous chapters.

This notebook will take you through the process of creating a model and registering it to the workspace,
as discussed in previous chapters. However, there are a few points to review before creating the model.

When leveraging MLflow, we can use autolog to generate the model and environment information
for us, but in the notebook, we actually set Log _models=False, as shown in the following figure:

current_run = mlflow.start_run()
mlflow.sklearn.autolog(log models=False)

# read in data

df = pd.read_csv(args.titanic_csv)

model = model train('Survived', df, args.randomstate)
mlflow.end_run()

Figure 6.4 — Disable the logging of the model

We set logging the model to false, but in the training script, we explicitly package up the model
and log it, as shown here:

# Signature
signature = infer_signature(X_test, y_test)

# Conda environment

custom_env = mlflow conda_env(
additional_conda_deps=["scikit-learn==1.1.3"],
additional_pip_deps=["mlflow<=1.30.0"],
additional_conda_channels=None,

)

# Sample
input_example = X_train.sample(n=1)

# Log the model manually

mlflow.sklearn.log_model(model,
artifact_path="model",
conda_env=custom_env,
signature=signature,
input_example=input_example)

Figure 6.5 — MLflow modeling logging
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This provides us with control over the packages used for deployment. When MLflow releases a new
version, there may be issues between the latest version of MLflow and Azure Machine Learning managed
online endpoints. Ideally, this will not happen; however, as open source continues to progress, it is a
good practice to include versions when packaging up your model to ensure you are in total control
of the model deployment.

After you run your Chapter 6 Model Creation Prep & Registration.ipynb
notebook, the model will be registered in the workspace. Once we have an MLflow model registered
to the workspace, we can leverage AMLS Studio to deploy the model. For this process, proceed with
the following steps:

1. Select the model from Model List:

Model List

+ Register (O Refresh Delete Archive Deploy i Compare (preview)

/O Search

Showing 1-2 of 2 models
Name w Version  Experiment

chapter6_titanic_model 1 chapter6

Figure 6.6 — Select the model from Model List

2. After clicking on an MLflow model, select the Deploy option and then the first option, Deploy
to real-time endpoint, as shown in the following figure.

chapter6_titanic_model:1 ¢

Details  Versions Artifacts Endpoints  Jobs  Data Responsible Al Explanations (preview)

O Refresh =1 Archive [ Deploy { Downloadall T Share model

Deploy to real-time endpoint

Attributes Deploy the model using the new real-time endpoint wizard
Name Deploy to batch endpoint

chapter6 titanic mo Deploy the model using the new batch endpoint wizard
Version Deploy to web service

1 Deploy to a web service (only for models based on frameworks)
Created on

Dec 10, 2022 12:15 PM
Created by

Figure 6.7 - Deploy an MLflow model
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3. Since the model is selected and was created with MLflow, AMLS Studio understands this is an
MLflow model. After clicking on the Deploy to real-time endpoint option, you will be guided
through creating a deployment for your model.

Create deployment X
© Endpoint Select endpoint

© Model An endpoint is used to deploy and score your models. Learn more

Endpoint

2 Deployment

) Environment

2 Compute

D Traffic

D Review

(® New () Existing

Endpoint name *

| azure-ui-endpoint

Description

Ul created endpoint

Compute type O

(®) Managed () Kubernetes

Authentication type (D

(O Token-based authentication (®) Key-based authentication
Public network access

Enable this option if you want to allow scoring requests to your endpoint from the internet. Disable this option if you want to allow scoring requests to your endpoint only from your
resources in your virtual network. Learn more 1

Enabled

Figure 6.8 — Configure an endpoint

To create a deployment for your model, follow the options in Figure 6.8:

For Endpoint name, enter azure-ui-endpoint, adding a prefix or suffix to the name

to make it unique in your region.

For Description, enter UI created endpoint
Select Managed for Compute type

Select Key-based authentication
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4. Click Next and review the selected model, as shown in the following figure:

Create deployment

& Endpoint Model

| Model being used for your deployment

0 Model Mame Version

| chapter6_titanic_model 1
Deployment
Environment
Compute
Traffic

Review

Figure 6.9 - Model selection

Since you started the deployment by selecting the model, there is no additional selection that
needs to occur. As shown in Figure 6.9, you have configured the endpoint as well as the model
selection, so the next step is to move on to deployment configuration.
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5.

By clicking the Next icon on the Model screen, you are brought to a screen to configure
the deployment:

Create deployment

@ Endpoint Deployment

Create a deployment to add to your endpoint. Learn more

@ Model Deployment name *

@ Deployment

[ blue

Scoring timeout (seconds) * 0]

[ 60
Environment

Enable Application Insights diagnostics and data collection ®
[_] Enable Application Insights diagnostics and data collection

Compute
Egress public network access
Traffic Disable this option if your storage account and container registry are protected with your virtual network. You need to
you need to use private link enabled workspace to disable this option. Learn more [2
Enabled
Review

Deployment tags &

Name | : I Value

O No tags

Figure 6.10 — Configure deployment

As part of the deployment configuration, a deployment name is provided. For a given endpoint,
as mentioned in the Understanding Real-Time Inferencing and Batch Scoring section, multiple
deployments can be created. This allows you to configure the traffic pattern to test out a
deployed model.

In addition to the deployment name, you can configure the scoring timeout. This is the timeout
to enforce scoring calls. You can also enable application insights diagnostics and data collection
for the deployment. This will enable you to use the Monitoring tab to view activity for the
managed online endpoint.

Once the deployment has been configured, you will be brought to the environment selection tab
by again clicking Next. Given this model was created with MLflow, no environment selection
is required.
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The environment was already created for the model, as shown here:

Create deployment
& Endpoint Environment

Select environment to use for your deployment

@ Model For the selected model, the scoring script and environment are auto generated for you.

& Deployment

& Environment

Figure 6.11 — Environment selection

7. Now that the environment has been established, the compute resources should be selected
for the model. In the Virtual machine size dropdown, select Standard_DS3_v2, and under
Instance count, enter 1, as shown in the following figure:

Create deployment

Endpoint Compute

Configure compute properties for this deployment

Model Virtual machine size ©

’ Standard_DS2_v2 2 Cores, 7 GB (RAM), 14 GB (Disk)

Instance count *

E

o

|

o

|

@ Deployment
|

@ Environment
|

@ Compute

|

Traffic

Review

Figure 6.12 — Compute selection
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Create deployment

O—o0—90o

Now that the compute has been selected, the traffic allocation for this deployment should be
configured. If you have updated your model, deploy it initially with traffic set to 0, confirm
it is working correctly, and then, as shown in the following figure, update the traffic to 100%
on the new model, given this is our first model deployment. This should provide a seamless

experience for consumers of the REST API from the old model to the new model.

Endpoint

Model

Deployment

Environment

Compute

Traffic

Traffic

Ensure that allocated traffic between all deployments adds up to 0% or 100%

Deployment name Traffic allocation %

blue 100

Total traffic percentage

Figure 6.13 — Configure deployment traffic
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9. After configuring the traffic, we can review the deployment that is about to occur. By clicking
Next, AMLS Studio will bring you to the Review stage of the guided model deployment.

Create deployment

@ Endpoint Endpoint
| Name
© Model azure-ui-endpoint
| Description
@ Deployment Ul created endpoint
| Compute type
@ Environment Managed
| Authentication type
@ Compute Key
| Public network access
@ Traffic Enabled
| Tags
@ Review @ No'tags
Model
Name

chapter6_titanic_model

Version

1

Compute

Name

Standard_DS2_v2

Instances

1

o

Deployment V4

Name
blue

Scoring timeout

60

Application Insights enabled
false

Egress public network access

Enabled
Tags
@ No tags

Environment V4

Scoring script and environment are auto generated

Deployment traffic V4

blue
100%

Cancel

Figure 6.14 — Review the model deployment

10. The information shown on the screen will reflect the input you provided during the guided
online managed deployment. After you have confirmed the settings displayed in the previous
screenshot, click on the Create button to create the endpoint as well as the deployment.
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The following figure shows the deployment progress. The managed online endpoint is being
provisioned, given that the status of Provisioning state is Creating, and the blue deployment
is being provisioned as well. Currently, the traffic is set to 0 for the blue deployment.

azure-ui-endpoint

Details Deployment logs

Add deployment () Refresh Update traffic  [il Delete

Attributes Deployment summary

Service ID Traffic allocation
azure-ui-endpoint ~ blue (0%)

Description
Ul created endpoint

Provisioning state Deployment blue

' Creating Name

Error details blue
Provisioning state

Compute type D Creating

Managed

Figure 6.15 — Managed online endpoint deployment in progress

11. Once the deployment has been completed, the endpoint will show that the status of Provisioning
state is Succeeded, and Traffic allocation will be 100% of the deployment, as shown in the
following figure.
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azure-ui-endpoint

Details ~ Test  Consume

Manitoring

Deployment logs

|- Add deployment () Refresh 7 Update traffic [i] Delete

Attributes
Service ID
azure-ui-endpoint

Description
Ul created endpoint

Provisioning state
Succeeded

Error details

Compute type
Managed

Created by
Megan Masanz

Created on

Dec 10, 2022 12:52 PM

Last updated on
Dec 10, 2022 1:06 PM

Authentication type
Key

Public network access
Enabled @

Swagger URI

https://azure-ui-endpoint.eastus.inference.ml.azure.com/swagger json

REST endpoint

https://azure-ui-endpoint.eastus.inference.ml.azure.com/score

Metrics
View metrics (2

Figure 6.16 — AMLS Studio deployment completed

Deployment summary

Traffic allocation

© blue (100%)

Deployment blue

Name
blue

Traffic
100%

Scoring script
Auto-generated
Provisioning state

Succeeded

Error details

SKU

Standard_DS2_v2

Egress public network access
Enabled

Instance count
1

Scaling
Configure auto scaling & @

Model ID
chapter6_titanic_maodel:1

Environment
Auto-generated

Congratulations! You have successfully deployed a managed online endpoint for consumption.
Recall that the model has columns - Embarked, Loc, Sex, Pclass, Age, Fare, and
GroupSize - as input parameters. We can send JSON to the REST endpoint, specifying the
input data columns and the data we would like to receive predictions to leverage the JSON
schema leveraged by AMLS.
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azure-ui-endpoint

Details  Test  Consume Monitoring Deployment logs
Deployment
blue v ‘

Input data to test real-time endpoint Test result

{"input_data": {"columns": ["Embarked", "Loc",
"Sex", "Pclass", "Age", "Fare", "GroupSize"],

"data": [{"Columnl": @, "Pclass": 3, "Sex": [
"male", "Age": 22.8, "Fare": 7.25, "Embarked": 9,
"Ss", "Loc": "X", "GroupSize": 2}, {"Columnl": 1, e

"Pclass™: 1, "Sex": "female", "Age": 38.8, ]
"Fare": 71.2833, "Embarked": "C", "Loc": "C",
"GroupSize": 2}]}}

Figure 6.17 — Test the managed online endpoint

A sample of this request file is located in the prepped_data folder under the chapter 6
folder in the Git repository. You can copy and paste this text into the studio test screen shown
in Figure 6.17.

Now that the managed online endpoint has been tested from the AMLS Studio experience, we will
next deploy a managed online endpoint through the Python SDK.

Deploying an MLflow model with managed online
endpoints through the Python SDK V2

In the previous section, we leveraged AMLS Studio to deploy our MLflow model. In this section, we
will explore code to deploy an MLflow model to a managed online endpoint through the SDK v2.

In order to leverage the SDK v2 for model deployment, we will leverage the Chapter 6 MLFlow
Model Deployment SDK V2.ipynb notebook.

To deploy a managed online endpoint through the SDK V2, follow the next steps:

1. To deploy the model, we will create ManagedOnlineEndpoint with the appropriate
configuration. In the case of an MLflow model, we will need to specify name and auth_mode.
In addition, we will provide description as well as tags.
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online_endpoint_name = “chp6-mlflow-endpt-" + datetime.datetime.now().strftime("%m¥%d%H%M%f")
# create an online endpoint
endpoint = ManagedOnlineEndpoint(

name=online_endpoint_name,

description="titanic online endpoint for mlflow model”,

auth_mode="key",

tags={"mlflow": "true"},

Figure 6.18 — Configure ManagedOnlineEndpoint

2. After the endpoint has been configured, we are able to call the create or update method,
passing in the endpoint to create the endpoint in the workspace with the create or update
command, as shown here.

ml client.begin_create_or_update(endpoint)
Figure 6.19 - Leveraging ml_client to create a managed online endpoint

3. Once the endpoint has been created, you are ready to create a deployment. For the deployment,
we will pass a name, the endpoint name, which was created in the previous figure, the model to
deploy, the instance type of the VM to leverage for compute resources, as well as the instance count.

The model can be retrieved directly from the workspace by its name and version, as shown here:

run_model = ml_client.models.get(name="chapter6_titanic_model”, version="1")
Figure 6.20 — Getting the model from the registry based on name and version

4. The model is required for the managed online deployment. Now that the model has been retrieved
from the workspace, it can be passed into ManagedOnlineDeployment, as shown here:

blue_deployment = ManagedOnlineDeployment(
name="blue",
endpoint_name=online_endpoint_name,
model=run_model,
instance_type="Standard_F4s_v2",
instance_count=1,

Figure 6.21 — Configure deployment
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Note instance_type, which is the compute being leveraged by our managed online endpoint.
We specified here the use of Standard_F4s_v2, as we have great flexibility in the type of
compute resources we can use to serve up our real-time prediction requests.

5. Once the deployment has been configured, leveraging m1 client, the managed online
endpoint can be deployed with initial traffic set to 0 through the begin create or update
method, as shown here:

ml_client.online_deployments.begin_create_or_ update(blue_deployment)

Figure 6.22 — Create a deployment

6. After the deployment has succeeded, the traffic for the endpoint can be set to 100% using the
deployment name.

# blue deployment takes 16@ traffic
endpoint.traffic = {"blue": 100}
ml client.begin_create_or_update(endpoint)

Figure 6.23 — Update deployment traffic

7. Now that the endpoint has been deployed, the URI for the endpoint and the primary key can
be retrieved to make a REST API call to retrieve a prediction. For the online endpoint, we can
easily retrieve both the scoring URI as well as the primary key, as shown in the following code.

# Get the details for online endpoint
endpoint = ml_client.online_endpoints.get(name=online_endpoint_name)

print(endpoint)

print(" ")

# existing traffic details
print(endpoint.traffic)

print(" ")
# Get the scoring URI
print('uri: ' + str(endpoint.scoring_uri))

primary_key = ml_client.online_endpoints.get_keys(name = online_endpoint_name).primary_key
print(" ')
print('primary key: ' + str(primary_key))

Figure 6.24 — Retrieve the URI and primary key
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8. Finally, a call can be made to the REST endpoint to retrieve predictions. The following code
below takes a dataframe into the make predictions function, prepares the request, and
returns the results from the managed online endpoint.

import json

url = endpoint.scoring uri

api_key = primary_key # Replace this with the API key for the web service

headers = {'Content-Type':'application/json', 'Authorization':('Bearer '+ api_ key), 'azureml-model-deployment': 'blue' }
import requests

def make_prediction(df):
strjson = str(df.to_json(orient="records'))
endpoint_url = url

request_data = {
"input_data": {
“columns": [
"Embarked"”,
"Loc",
"Sex",
"Pclass",
"Age”,
"Fare",
"GroupSize"
1,
“data": []
}
}

request_df = X_raw.head(2)
request_data[ ‘input_data']['data’] = json.loads(request_df.to_json(orient="records’))
parsed = json.dumps(request_data)
print(parsed)
r = requests.post(endpoint_url, headers=headers, data=parsed)
return (r.json())
results = make_prediction(X_raw.head(2))
print(" ")
print('predictions')
print(results)

{"input_data”: {"columns”: ["Embarked”, "Loc", "Sex", "Pclass”, "Age", "Fare”, "GroupSize"], "data": [{"Embarked”: "S", "Lo

c": "X", "Sex": "m", "Pclass": "3", "Age": "22.@", "Fare": "7.25", "GroupSize": "2"}, {"Embarked": "C", "Loc": "C", "Sex"
“f*, "Pclass”: 1", "Age": "38.8", “"Fare": "71.2833", "GroupSize“: “2"}]}}

predictions

[e, 1]

Figure 6.25 — Making predictions

Running the preceding code allows a dataframe to be passed and prediction results to be returned. This
model can be tested to leverage the sample input provided in the file located in the prepped data
folder under the chapter 6 folder in the Git repository. Regardless of whether the managed online
endpoint was deployed through the SDK or AMLS Studio, the functionality is the same.

You have been able to deploy a model through AMLS Studio and the SDK, as it was created as an
MLflow model. In the event that MLflow is not leveraged to create a model, one can easily be deployed,
but additional configuration is required to deploy it. In the next section, we will continue to deploy
a model, specifying the environment and the script required for inferencing.
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Deploying a model with managed online endpoints
through the Python SDK v2

In the previous section, we deployed an MLflow model, but when you create a model that does not
leverage MLflow, you need to provide two additional details for a successful managed online endpoint
deployment. In this section, we will focus on adding functionality so that we can deploy our model
without relying on MLflow to provide the environment and scoring script.

In order to deploy a managed online endpoint leveraging the SDK v2 and not relying on MLflow to
provide the environment and scoring script, we will create those in this section as you leverage the
notebook: Chapter 6 Model Deployment SDK V2.ipynb:

1. Our first step is to create our score . py file. This is the file that will be used to load the model
and serve a request to the endpoint.

The following code snippet provides the information required for the entry script:
%%writefile ¢script_folder/score.py

import os

import json

import joblib

from pandas import json_normalize
import pandas as pd

import logging

# Called when the service is loaded
def init():
global model
# Get the path to the deployed model file and load it
model path = os.path.join(os.getenv('AZUREML_MODEL_DIR'), ‘'model.pkl"’)
model = joblib.load(model_path)
logging.info("Init complete™)

# Called when a request is received

def run(raw_data):
dict= json.loads(raw_data)
df = json_normalize(dict['raw_data'])
y_pred = model.predict(df)
print(type(y_pred))

result = {"result”: y pred.tolist()}
return result

Figure 6.26 — The score.py script
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In the score script shown in the previous figure, there are two required functions, init and
run. The init function tells AML how to load a model. The model will be provided as part
of the deployment configuration, the model path is set, and joblib is leveraged to load the
model. The model global variable is leveraged to hold the model. When the REST endpoint
is called, the run function will be called. The data from the API call will be passed into the
run function. Here, a dictionary is set to retrieve the information, which is transformed into
a dataframe that is then passed to the model . predict function. The results of model .
predict are passed to a list and returned from the function.

In addition to the score script, we will need to have the model. In the previous section, we
retrieved the registered model leveraging the SDK v2 based on its name and version, but we
can also search across the experiments and retrieve the model from them. The sample code
provided here shows searching for the model from the experiment and downloading it.

experiment = 'Chapteres’
current_experiment=dict(mlflow.get_experiment_by_name(experiment))
experiment_id=current_experiment['experiment_id"]
print(experiment_id)

df = mlflow.search_runs([experiment_id])
run_id = df['run_id'].iloc[-1]
print(run_id)

print(type(run_id))

mlflow.set_experiment(experiment_name='chapters")
client = mlflow.tracking.M1lflowClient()
client.list _artifacts(run_id=run_id)

file_path = client.download_artifacts(
run_id, path="model"

)
shutil.copytree(file_path, './model’, dirs_exist_ok=True)
model = Model(path="./model/model.pkl™)

Figure 6.27 — Find and download the model
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2. Inaddition to the scoring script, we will need to provide an environment to use for deployment.

%%writefile conda-yamls/env_for_sdkv2deploy.yml
name: job_env_for_build
dependencies:
- python=3.10
- scikit-learn=1.1.3
- ipykernel
- matplotlib
- pandas
- pip
- pip:
- azureml-defaults==1.48.0 #needed for the 1inferece schema
- mlflow<=1.30.0
- azure-ai-ml==1.1.2
- mltable==1.0.90
- azureml-mlflow==1.48.0

Figure 6.28 — A deployment environment

In the previous Jupyter notebook when we created the model, we already created an environment,
but we need to add the azureml -defaults package for successful deployment to a managed
online endpoint. Therefore, instead of using the already registered environment, we are creating
a new environment to pass to the deployment.

3. In order to deploy a managed online endpoint that was not created with MLflow, the key
difference is in the deployment configuration. Note that Figure 6.21 provided the code snippet
required to deploy a model created with MLflow. Compare that code to the code found in the
following snippet:

blue_deployment = ManagedOnlineDeployment (
name="blue",
endpoint_name=online_endpoint_name,
model=model,
environment=env,
code_configuration=CodeConfiguration(
code="./ManagedOnlineEndpoint™, scoring_script="score.py"
)5
instance_type="Standard_F4s_v2",
instance_count=1,

Figure 6.29 — Managed online endpoint deployment with score script and environment

Note that in the previous code block, the score . py file is specified as well as the environment.
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4. 'This managed online endpoint can again be tested. As the score . py file highlighted, this
REST API will be expecting a different schema for its input:

{"raw data": [{"Pclass":3,"Sex":"male", "Age":22.0,
"Fare":7.25,"Embarked":"S","Loc":"X","GroupSize":Z},
{"Pclass":l,"Sex":"female","Age":38.0,"Fare":71.2833,
"Embarked":"C","Loc":"C","Groupsize":2},
{"Pclass":B,"Sex":"female","Age":26.0,"Fare":7.925,
"Embarked":"S","Loc":"X","Groupsize":l},
{"Pclass":l,"Sex":"female","Age":35.0,"Fare":53.l,
"Embarked":"S","Loc":"C","Groupsize":2},
{"Pclass":B,"Sex":"male","Age":BS.O,"Fare":8.05,
"Embarked":"S", "Loc":"X", "GroupSize":1}]}

You now have an understanding of how powerful tool-managed online endpoints are for model
deployment. In addition to a guided AMLS Studio experience as well as full capabilities within the
SDK, we can also leverage the Azure CLI v2 to manage the deployment process. In the next section,
we will explore leveraging the Azure CLI v2 for this capability.

Deploying a model for real-time inferencing with
managed online endpoints through the Azure CLI v2

In this section, we will leverage a managed online endpoint and deploy it with the Azure Machine
Learning CLI v2. The CLI v2 will leverage YAML files holding the configuration required for our
deployment in the commands we call. Remember the requirement for a unique managed online
endpoint name, so when running the code, be sure to update your managed online endpoint name
in both the YAML files and the CLI command.

To use the new Azure CLI v2 extension, we are required to have an Azure CLI version greater than 2.15.0.
This can easily be checked by using the az version command to check your Azure CLI version:

1. On your compute instance, navigate to the terminal and type the following command: az
version. After typing that command, you should see that the Azure CLI v2 is installed on
your compute instance, as shown in the following figure.

Figure 6.30 — The Azure CLI v2 with the ml extension installed
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2. You can update your m1 extension through the following command:
az extension update -n ml

After installing the new extensions, we can again run az version to confirm that the
extension is installed and up to date so that we can proceed to log in.

3. You will need to log in with the Azure CLI to handle your deployment by typing az login.
You will be prompted to open a browser and type a device login to authenticate.

4.  After authenticating, you should set your default Azure subscription. Your Azure subscription ID
can be easily retrieved by finding an Azure Machine Learning workspace within the portal and
copying the guide displayed in the Subscription ID section of the Overview tab, as shown here.

Home » amlworkspace-rg >

A amworkspace

Machine learning

|}3' Eearch (Ctrl+/) | 4 i Download config,json ]il Delete

A Overview . Essentials

Activity log Resource group @ amlworkspace-rg

Ra  Access control (IAM) Location t WestUs
Subscription

L 4 Tags
Subscription 1D :

Z£? Diagnose and solve problems

Storage : amworkspace2297968536

Events

Figure 6.31 — Azure Subscription ID

5. Back in the terminal on your compute instance, set the account for the Azure CLI to leverage
by typingaz account set -s XXXX- XXXX - XXXX - XXXX - XXXX, replacing
XXXX- XXXX - XXXX - XXXX - XXXX with your subscription ID. Then, set variables to
hold your resource group name, the location of your AML workspace, and your workspace name:

GROUP=amlworkspace-rg
LOCATION=westus
WORKSPACE=amworkspace

Based on where your AMLS workspace is deployed, the LOCATION value can be found
here: https://github.com/microsoft/azure-pipelines-extensions/
blob/master/docs/authoring/endpoints/workspace-locations.


https://github.com/microsoft/azure-pipelines-extensions/blob/master/docs/authoring/endpoints/workspace-locations
https://github.com/microsoft/azure-pipelines-extensions/blob/master/docs/authoring/endpoints/workspace-locations
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6. Once the variables have been set, you can run the following:

az configure --defaults group=$GROUP workspace=$SWORKSPACE
location=$LOCATION

7. Navigate to the Chapter 6 directory in your AML workspace.

To create the required files, run the Chapter 6 Model Deployment CLI v2 - Create
Scripts. ipynb notebook, which will create an endpoint . yml file,a deployment .yml
file, and a score. py file for inferencing. The files will be generated in a folder called CLI
v2 ManagedOnlineEndpoint.

8. In the notebook, we will create the directory by running the following code:

import os

# Create a folder for the experiment files
script_folder = 'CLI V2 ManagedOnlineEndpoint’
os.makedirs(script_folder, exist_ok=True)
print(script_folder, 'folder created')

Figure 6.32 - Directory creation

9. For the managed online endpoint, we will also create a score . py file. The score script will
leverage our model and provide the init and run functions that our previous score.py
file provided.

%%writefile ./CLI_V2_ManagedOnlineEndpoint/score.py

import os

import json

import joblib

from pandas import json_normalize
import pandas as pd

import logging

# Called when the service is loaded
def init():
global model
# Get the path to the deployed model file and load it
model_path = os.path.join(os.getenv('AZUREML_MODEL_DIR'), 'model/model.pkl")
model = joblib.load(model_path)
logging.info("Init complete™)

# Called when a request is received

def run(raw_data):
dict= json.loads(raw_data)
df = json_normalize(dict['raw_data'])
y_pred = model.predict(df)
print(type(y_pred))

result = {"result”: y_pred.tolist()}
return result

Figure 6.33 — The score.py file
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10. Next, we will create the endpoint .ym1 file. We can create a basic file that contains the required
attributes of the name and the authorization mode. The authorization mode can be specified
as akey or aml_token. Key-based authentication will not expire, but the Azure ML token-
based authentication will. We will proceed with key-based authentication.

Note

When using aml_token, you can get a new token by running the az ml online-
endpoint get-credentials command.

11. Run the command to generate the endpoint . yml file with the same key value as auth__
mode, as shown here:

%%writefile ./CLI_V2_ManagedOnlineEndpoint/endpoint.yml

$schema: https://azuremlschemas.azureedge.net/latest/managedOnlineEndpoint.schema.json
name: titanic-managed-online-endpoint

description: "CLI V2 titanic online endpoint for mlflow model™

auth_mode: key

tags : {"CLIV2": "titanic"}

Figure 6.34 - Managed online endpoint configuration

Remember to update your name to be something unique; if titanic-managed-online-
endpoint is already deployed in your region, your deployment will fail.

12. For the managed online endpoint deployment, we will also generate a deployment . yml file.
In this file, we need to specify the model, the scoring script, the environment, and the instance
type used for model deployment.

Creation of the deployment . yml file:
%%writefile ./CLI_V2_ManagedOnlineEndpoint/deployment.yml

$schema: https://azuremlschemas.azureedge.net/latest/managedonlineDeployment.schema.json
name: blue

endpoint_name: titanic-online-endpoint
model: azureml:chapter6_titanic_model@latest
code_configuration:

code:

scoring_script: score.py
environment: azureml:env_for_sdkv2deploy@latest
instance_type: Standard_F2s_v2
instance_count: 1

Figure 6.35 — Creation of the deployment.yml file
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13.

14.

15.

In this file, you will specify the registered model name and version, the registered environment
name and version, the type of compute resources leveraged for the deployed model, and where
the scoring script is located. In the deployment . yml file, you should update endpoint
name to reflect the name you chose in your endpoint . ym1l file.

After running the notebook and selecting a unique endpoint name, we can leverage CLI v2 to
deploy our model.

In the command line, open the CLI_v2 ManagedOnlineEndpoint directory, and from
that directory, create your online-endpoint with the following command:

az ml online-endpoint create --name titanic-online-
endpoint -f endpoint.yml

Note that titanic-online-endpoint should be replaced with your managed online
endpoint name.

After the endpoint is created, you can now create online-deployment, leveraging the
following command:

az ml online-deployment create --name deploytitaniconline
--endpoint titanic-online-endpoint -f deployment.yml
--all-traffic

Once again, note that titanic-online-endpoint should be replaced with your managed
online endpoint name.

Once the deployment is complete, the endpoint will be available for testing. The endpoint is
avaijlable from the Endpoints section in your AML workspace, as shown here.

< Microsoft Endpoints
_l_ N Real-time endpoints Batch endpoints
ew
H
() e ~+ Create (preview) () Refresh
Author
[l Notebooks

1/,7;, Automated ML . )
Showing 1-1 endpoints

,593 Designer

Assets Name *
 Datascts titanic-online-endpoint
A Experiments

B Components

E—P Pipelines

£, Environments

D Models

&> Endpoints

Figure 6.36 — An online endpoint
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16. We can test the endpoint by clicking on its name and selecting the Test tab on the endpoint.

17. 1In the test section, we can provide data for inferencing after typing into the Test box to retrieve
results from the web service, as shown here:

{"raw_data": [{"Embarked":"S","Loc":"X","Sex":"m",
"Pclass":3,"Age":22.0,"Fare":7.25,"GroupSize":2},
{"Embarked":"C", "Loc":"C",6 "Sex":"f",6 "Pclass":1, "Age"
:38.0,"Fare":71.2833, "GroupSize":2}, { "Embarked":"S",
"Loc":"X","Sex":"f", "Pclass":3,"Age":26.0, "Fare":7.925,
"GroupSize":1}, {"Embarked":"S", "Loc":"C",
"Sex":"f","Pclass":1,"Age":35.0, "Fare":53.1, "GroupSize"
:2},{"Embarked":"S","Loc":"X","Sex":"m","Pclass":B,"Age"
:35.0,"Fare":8.05, "GroupSize":1}]}

titanic-online-endpoint

Details  Test  Consume Manitoring Deployment logs

Deployment

deploytitaniconline hd |

Input data to test real-time endpoint Test Test result

H"raw_data™: [{"Embarked":"s","Loc":"X","Sex":"m", I
"Pclass™:3,"Age™:22.@,"Fare”:7.25, "GroupSize™:2},
{"Embarked" :"C","Loc":"C","Sex":"f", "Pclass":1, {
"Age":38.8,"Fare":71.2833,"Groupsize":2},
{"Embarked”:"S","Lac":"X", "Sex":"f", "Pclass":3,
"Age":26.8,"Fare":7.925, "GroupSize":1},
{"Embarked" :"S","Loc":"C", "Sex": """, "Pclass":1,
"Age":35.8,"Fare":53.1,"Groupsize™:2},
{"Embarked" :"S","Loc" :"X", "Sex":"m", "Pclass": 3, ]
"Age":35.8,"Fare":8.85,"Groupsize™:1}][} r I

SR @@

-

win
=
=
=5

-

-

Figure 6.37 — Testing an online endpoint

This sample request can be found in the chapter 6 folder under the prepped data folder in a
file named sample request cli.json.

In this section, you were able to deploy a web service utilizing a managed online endpoint in AMLS
through the Azure CLI v2. This feature takes advantage of schema files to provide the deployment
definitions in configuration files to enable deployment. Managed online endpoints prevent data
scientists or citizen data scientists from having to be concerned about the infrastructure required to
support hosting a web service, to provide real-time inferencing to support your use cases.
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Congratulations on deploying a managed online endpoint through the CLI! This will be especially
useful in Chapter 9, Productionizing Your Workload with MLOps. After testing out your managed
online endpoints, be sure to delete them, as they use up compute resources.

Summary

In this chapter, the focus was on deploying your model as a REST endpoint to support real-time
inferencing use cases. We saw that we are able to leverage AMLS Studio for a low-code deployment
experience. We also leveraged SDK v2 to deploy models to managed online endpoints. We continued
by deploying models through CLI v2 to support model deployment for real-time inferencing. These
sections demonstrated deploying real-time web services through low-code, code-first, and configuration-
driven approaches. These capabilities empower you to deploy in a variety of ways.

In the next chapter, we will learn how to leverage batch-inferencing to support our use cases.
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Deploying ML Models
for Batch Scoring

Deploying ML models for batch scoring supports making predictions using a large volume of data.
This solution supports use cases when you don’t need your model predictions immediately, but rather
minutes or hours later. If you need to provide inferencing once a day, week, or month, using a large
dataset, batch inferencing is ideal.

Batch inferencing allows data scientists and ML professionals to leverage cloud compute when needed,
rather than paying for compute resources to be available for real-time responses. This means that
compute resources can be spun up to support batch inferencing and spun down after the results have
been provided to the business users. We are going to show you how to leverage the Azure Machine
Learning service to deploy trained models to managed endpoints, which are HTTPS REST APIs that
clients can invoke to get the score results of a trained model for batch inferencing using the studio
and the Python SDK.

In this chapter, we will cover the following topics:

o Deploying a model for batch inferencing using the Studio

o Deploying a model for batch inferencing through the Python SDK

Technical requirements

In order to access your workspace, recall the steps from the previous chapter:

1. Gotohttps://ml.azure.com.

2. Select your workspace.


https://ml.azure.com
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3.
4.

8.

On the left side of the workspace’s Ul, on click Compute.

On the compute screen, select your compute instance and select Start.

—+ New () Refresh| (®) Start Stop Restart [i] Dele

O Search
(] Name < State
®  amldevcomp O stopped

Figure 7.1 — Start compute

Your compute instance will change from the Stopped to the Starting status.

In the previous chapter, we cloned the Git repository. If you have not done this, continue with
this step. If you have already cloned the repository, skip to step 7.

Open the terminal on your compute instance. Note that the path will include your user in
the directory. Type the following into the terminal to clone the sample notebooks into your
working directory:

git clone https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git

Clicking on the refresh icon shown in Figure 7.2 will update and refresh the notebooks displayed

on your screen.

Figure 7.2 — Refresh Icon

Review the notebooks in your Azure-Machine-Learning-Engineering directory.
This will display the files cloned into your working directory, as shown in Figure 7.3:
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Figure 7.3 — Azure-Machine-Learning-Engineering

Let’s start with deploying a model for batch inferencing using the studio next.

Deploying a model for batch inferencing using the Studio

In Chapter 3, Training Machine Learning Models in AMLS, we trained a model and registered it in an
Azure Machine Learning workspace. We are going to deploy that model to a managed batch endpoint

for batch scoring:

1. Navigate to your Azure Machine Learning workspace, select Models from the left menu bar
to see the models registered in your workspace, and select titanic_servival_model_, as shown

in Figure 7.4:
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= Microsoft > aml2-ws > Models

< Microsoft Model List

—|— Register O Refresh @] Delete [ Deploy %
+ New
@ Home L Search

Author
E Notebooks Showing 1-1 of 1 models
%% Automated ML Name Y Version
&% Designer
° titanic_survival_model_ 1

Assets

Data

Jobs

Components

Pipelines

Environments

Models

S QB T HR MG

Endpoints

Manace

Figure 7.4 — List of models registered in the workspace
2. Click on Deploy and select Deploy to batch endpoint, as shown in Figure 7.5:

Microsoft > aml2-ws > Models

Model List

—|— Register O Refresh @ Delete [ Deploy % Compare (preview) E‘E Edit col

O search Deploy to real-time endpoint
Deploy the model using the new real-time endpoint wizard

Showing 1-1 of 1 models Deploy to batch endpoint
Deploy the model using the new batch endpoint wizard

Name Deploy to web service
Deploy to a web service (only for models based on frameworks)

o titanic_survival_model_ 1

Figure 7.5 — Deploy the selected model to a batch endpoint
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This opens the deployment wizard. Use the following values for the required fields:
* Endpoint name: titanic-survival-batch-endpoint

* Model: Retain the default of titanic_survival _model

* Deployment name: titanic-deployment

* Environment: For the selected model, the scoring script and environment are auto-generated

for you

* Compute: cluster cpu-cluster

Review your batch deployment specs and click Create deployment, as shown in Figure 7.6:

Create deployment

Endpoint V4 Deployment
@ Endpoint
Name Name
titanic-survival-batch-endpoint titanic-deployment
Description Set default deployment
@ Model -- true
Tags Output action
® No tags AppendRow
@ Deployment Append row file name
predictions.csv
Scoring timeout
. 30
& Environment
Model f Max retries
3
Name
titanic_survival_model_ Mini batch size
@ Compute 10
Version
1 Logging level
Info
@ Review M )
ax concurrency per instance
1
C t Tags
ompute
P f @ No tags
Name
cpu-cluster

Figure 7.6 — Create batch deployment
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3. After aminute or so, you should see a page that shows that your batch endpoint has been deployed
successfully. It also has some information about your batch endpoint, as shown in Figure 7.7:

= Microsoft > aml2-ws > Endpoints > titanic-survival-batch-endpoint

 Microsoft ©) titanic-survival-batch-endpoint deployment started successfully. Click here for details

titanic-survival-batch-endpoint

F New
A MEs Details  Jobs
Author
] Notebooks Attributes Deployment summary
/% Automated ML Service ID Deployments
titanic-survival-batch-endpoint T
& Designer titanic-deployment
Description
Assets -
B3 Data Provisioning state Deployment titanic-deployment
K Jobs Succeeded Name
B5 Components Created by titanic-deployment
& Pipelines Model ID
Created on titanic_survival_model_:1
L, Environments Sep 24, 2022 12:06 PM
Scoring script
@ Models Last updated on Auto-generated
© Endpoi Sep 24, 2022 12:06 PM
9> Endpoints Compute
Authentication type cpu-cluster
Manage AADToken
Environment
= Compute REST endpoint Auto-generated
€ Datastores I https://titanic-survival-batch-endpoint.eastus.inference.ml.azure.com... ] In) .
Output action
P Linked Services Append row
Data Labeling Tags V4 Instance count

1

Figure 7.7 — Successful batch deployment
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Now that you have a batch endpoint up and running, let’s create a scoring/inferencing job that invokes
your endpoint. To do so, follow these steps:

1.

Click on Endpoints in the left menu bar and click on your recently created batch endpoint,
as shown in Figure 7.8:

-+ New
(@ Home
Author
E Notebooks
/% Automated ML

&8 Designer

Assets
E"'p Data
A Jobs
gy Components
& Pipelines
£ Environments
@ Models

&> Endpoints

Real-time endpoints Batch endpoints

+ Create O Refresh ]ﬁ[ Delete % Edit columns ) Reset view
Showing 1-1 endpoints
(] Name Description

() titanic-survival-batch-endpoint

Figure 7.8 - List of deployed batch endpoints
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2. On the titanic-survival-batch-endpoint page, select the Jobs tab, as shown in Figure 7.9:

If

$ Microsoft

+ New

{ Home
Author

[Z] Notebooks

4% Automated ML

& Designer
Assets

[E"'p Data

Jobs

Components

Pipelines

Environments

Models

® Qb G R =

Endpoints

Microsoft > aml2-ws > Endpoints > titanic-survival-batch-endpoint
titanic-survival-batch-endpoint

Details Jobs

—I— Create job O Refresh FE Edit columns ") Reset view

/O Search

Showing 1-1 of 1 jobs
Created on

Display name Status

witty_floor_2sn7jzzm Sep 20, 2022 7:34 PM

@ Completed

Figure 7.9 — titanic-survival-batch-endpoint Jobs tab

3. Click Create job and pick the corresponding values for the fields in the wizard as shown in
Figure 7.10. Click Create once youre done. Please note that the deployment is pre-selected for
you, but make sure the correct deployment is pre-selected. You should also have a test dataset
called titanic-test-data, which was created in Chapter 3, Training Machine Learning Models

in AMLS.
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Create a batch scoring job

@ Job settings Job settings
Customize settings for the batch job

Deployment *

Select data source
I titanic-deployment

Configure output location @ Override deployment settings

Create a batch scoring job

@ Job settings Select data source
| Select a data source for the run. Tabular data is not supported.

Data source type *
@ Sselect data source

| @ Dataset O Datastore

O Refresh
Configure output location

’ O Search

Showing 1-11 of 11 data assets

Name Type
@ titanic-test-data File
Create a batch scoring job
@ Job settings Configure output location

| Optionally configure location settings for scoring output

@& Select data source @ Enable output configuration

® Configure output location

Figure 7.10 - Create a batch scoring job
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4. Depending on the size of the test dataset that you selected in the last step, it will take some
time for the job to complete. Once it is complete, you will see a pipeline representing the batch
scoring job for titanic-survival-batch-endpoint, as shown in Figure 7.11:

= Microsoft > aml2-ws > Jobs > titanic-survival-batch-endpoint > khaki_gas_xrk8p4dr

© Microsoft » (O Refresh Clone D> Resubmit @ Publish Export to code 51 Show lineage

&

khaki_gas_xrk8p4dr & @ Completed

-+ New
) Home
Author
[E] Notebooks
/& Automated ML
g Designer
Assets

Data

D= &I

Yt \ ‘ B Data

Components

25

i Data Qutput
Pipelines NG

Environments dataset_param_config

Models HR batchscoring
batchscoring

H & b i

Endpoint:
ndpoints °

Manage
score

Figure 7.11 - Batch scoring job for titanic-survival-batch-endpoint

5. Now;, in order to view the scoring results, click on the batchscoring step of the pipeline, click
on Job overview on the right, select the Outputs + logs tab, and finally, click on Show data
outputs, as shown in Figure 7.12:

39
New

e khaki_gas xrk8pddr @ Completed 12 Share v [ Job overview

ome

Ry batchscoring 7

[Z] Notebooks

2, e Overview  Parameters  Outputs + logs ~ Metrics  Child jobs

&% Designer () Refresh -+ Registermodel ~ Access training applications y
Assets

E’ Data Data outputs Show data outputs

L Jobs (T& pata Other outputs

BS Components £ «

29 Pipelines EEA g v & auremllogs H A

£ Environments (=) dataset_Jgkam_config (=) [ 55_azureml-execution-tvmps_5bf8fd105b6df90¢

@ Models B batchscoring 35 Parameters [@ 65 job_prep-tvmps_5bf8fd105b6f906073989f« .

@ batchscoring o

%> Endpoints ° @ 70_driver_log.txt
Manage s i 5 [® 75 job_post-tvmps_SbfBfd105b6df9060731989fc

& Compute {} process_infojson File

Figure 7.12 - Batch scoring results
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After you click on Show data outputs, you will see the Access data option, which opens the
storage account where the predictions. csv file has been saved. Click on this file and
select the Edit tab in order to view the scoring results, as shown in Figure 7.13:

batchscoring
Overview Parameters Outputs + logs Metrics
() Refresh - Register model Access training

Data outputs Hide data outputs ™

score EE

Access data
Other outputs

e

:azuremI-bIobstore-Sfee5b67-b42b-442... « azureml/e4a285b7-8156-4cf3-91f5-2

Container Blob
[}3 Search « 5 Upload [E] Change access level -+ & Download O Refresh IE Del
=) CYERIED ::LT:‘EGZSCJ:;ZZZ‘J::;" Access key (Switch to Overview  Versions  Snapshots  Edit  Generate SAS
& Diagnose and solve problems Location: azurem|-blobstore- | N ENEIN- -
/ azureml / 1 ["test.csv', '0']
A Access Control (IAM) / P ["test.csv', '1']
score 3 ["test.csv', "1']
Settings 4 ['test.csv', '1']
l Search blobs by prefix (case-... ‘ 5 ["test.csv', 'e']
% Shared access tokens L} Show deleted blobs 6 ["test.csv', '0']
Access policy Y ["test.csv’, '17]
n . 7 Add filter 8 [Mtest.csv’, '0']
Properties 9 ["test.csv', '0']
10 ["test.csv', '1']
© Metadata Name 11 ['test.csv', '1']
¢ Editor (preview) . 12 ["test.csv', '1']
[ B predictions.csv 13 ['test.csv', '0']
14 ["test.csv', '0']
15 ['test.csv', '1']
16 ["test.csv', '1']
17 ["test.csv', '0']
18 ["test.csv', '0']
19 ['test.csv', '0']
20 ["test.csv', '1']
21 ["test.csv', '0']
22 ['test.csv', '0']
ER—

Figure 7.13 - Viewing batch scoring results
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In this section, you learned how to deploy an existing model to a managed endpoint for batch inferencing
using the studio. In the next section, we will show you how to deploy a model to a managed endpoint
for batch scoring using the Python SDK.

Deploying a model for batch inferencing through the
Python SDK

In this section, we are going to deploy an existing model to a managed endpoint for batch inferencing
using the Python SDK by following these steps:

1. Gotohttps://ml.azure.com.
2. Select your workspace.

3. On the workspace user interface on the left side, click Compute:

L Compute

Figure 7.14 - Compute instance icon

4. On the Compute screen, select your compute instance and select Start:

ew efres tart to estart ele

+ N () Refresh| ® s Stop R [i] Del
£ Search

@ Name e State

® amidevcomp O stopped

Figure 7.15 - Start compute

Your compute instance will change from Stopped to Starting. Once the compute instance
moves from Starting to Running, it is ready for use, so go ahead and clone our repository,
which contains some sample notebooks to walk through.

5. Click on the Terminal hyperlink under applications.


https://ml.azure.com

Deploying a model for batch inferencing through the Python SDK

This will open the terminal on your compute instance. Note that the path will include your
user in the directory path. Type the following into the terminal to clone the sample notebooks
into your working directory:

git clone https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git

Click on the Jupyter link under applications, and this will display the folders that were just
cloned. Navigate to chapter 7 andclickonDeploy Model for Batch Scoring.
ipynb to bring up the notebook for this section.

The code snippet shown in Figure 7.16 shows the libraries that need to be imported and how
to connect to the Azure ML workspace in your compute instance:

Import required libraries

M # import required Libraries
from azure.ai.ml import MLClient, Input
from azure.ai.ml.entities import (
BatchEndpoint,
BatchDeployment,
Model,
Environment,
BatchRetrySettings,
)
# from azure.ai.ml.constants import AssetType
from azure.identity import DefaultAzureCredential
from azure.ai.ml.constants import BatchDeploymentOutputAction
import mlflow
from azure.ai.ml.entities import ManagedOnlineEndpoint, ManagedOnlineDeployment, Model

Configure workspace details and get a handle to the workspace

M # Enter details of your AML workspace
subscription_id = | -
resource_group = "aml-v2-book"
workspace = "aml2-ws"
# get a handle to the workspace
ml_client = MLClient(
DefaultAzureCredential(), subscription_id, resource_group, workspace

)

Figure 7.16 — Import required libraries and connecting to the Azure Machine Learning workspace
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8. 'The code snippet shown in Figure 7.17 shows how to create a batch endpoint:
Create a batch endpoint for inferencing

M import datetime
batch_endpoint_name = "titanic-batchendpoint-sdk"

# create a batch endpoint

endpoint = BatchEndpoint(
name=batch_endpoint_name,
description="this is a sample batch endpoint created using sdk",
tags={"tagl": "vall"},

M ml_client.begin_create_or_update(endpoint)

Figure 7.17 — Creating a batch endpoint for inferencing

9. The code snippet shown in Figure 7.18 shows how to retrieve an existing model from the
workspace and how to create a batch deployment. The batch deployment must specify the
batch endpoint, the trained model, and the compute cluster that is used for scoring, along with
other deployment parameters:

Retrieving an existing registered model from the workspace

M model = ml_client.models.get("titanic_survival model_ ", label="latest")

Creating a batch deployment

M # create a batch deployment
deployment = BatchDeployment(

name="titanic-deployment-sdk"”,
description="titanic deployment created using sdk",
endpoint_name="titanic-batchendpoint-sdk",
model=model,
compute="cpu-cluster",
instance_count=1,
max_concurrency_per_instance=2,
mini_batch_size=10,
output_action=BatchDeploymentOutputAction.APPEND_ROW,
output_file_name="predictions.csv",
retry_settings=BatchRetrySettings(max_retries=3, timeout=30),
logging_level="info",

M ml_client.begin_create_or_update(deployment)

Figure 7.18 - Creating a batch deployment
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10. Now, that your batch endpoint is ready to be invoked, you are going to pass some test data to
the endpoint, as shown in Figure 7.19:

Invoke your batch endpoint with a registered dataset

M data = ml_client.data.get("titanic-test-data", version=7)

job = ml_client.batch_endpoints.invoke(
endpoint_name="titanic-batchendpoint-sdk",
input=Input(path=data.id, type="uri_file"),
deployment_name="titanic-deployment-sdk", # name is required if default deployment is not set
params_override=[{"mini_batch_size": "1"}, {"compute.instance_count": "1"}],

Figure 7.19 — Creating a batch deployment

11. The code snippet shown in Figure 7.20 shows the Python code required to monitor the batch
scoring job that was submitted in the previous step:

Monitor the batch scoring job

M # get the details of the job
job_name = job.name
batch_job = ml_client.jobs.get(name=job_name)
print(batch_job.status)
# stream the job Llogs
ml_client.jobs.stream(name=job_name)

Running
RunId: 3109449d-7dc4-41e7-9a02-3b158e9ea856

Web View: https://ml.azure. com/runs/3199449d-7dc4-4le7--3b15869ea856?wsid:/subscriptions_
I/ resourcegroups/aml-v2-book/workspaces/aml2-ws

Figure 7.20 - Creating a batch deployment

12. Clicking on the output link from the previous step will open the workspace displaying the
batch scoring job, as shown in Figure 7.21. You can follow steps 9 and 10 from the last section
to see the results.
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=] Microsoft > aml2-ws > Jobs > titanic-batchendpoint-sdk > amiable_octopus_pgqpdfdz
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Figure 7.21 — Batch scoring results

Let’s summarize the chapter next.

Summary

We have covered a lot of topics in this chapter. We have shown you how to deploy a model for batch
scoring using the studio and through the Python SDK. We also showed you how to pass some test
data to be scored by the deployed model by invoking the batch endpoint.

In the next chapter, you will learn about responsible Al and the capabilities within Azure Machine
Learning that allow you to develop, assess, and deploy models more responsibly to minimize unwanted
bias in your Al systems.
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One of the recent research areas to emerge in artificial intelligence (AI) is making models responsible
and accountable, thus producing accurate results, as opposed to biased or incomplete results. This is a
new area of computer science, but it is also something many in the data science field are looking into.
Microsoft is concentrating its efforts on a number of areas, including Fairness, Reliability and Safety,
Privacy and Security, Inclusiveness, Transparency, and Accountability. Microsoft has provided a
toolbox that can be used and applied to datasets and models to address these topics. In this chapter,
we will be exploring what these terms mean and how Microsoft’s Responsible AI Toolbox can be
leveraged to address these concerns.

In this chapter, we will cover the following topics:

o Responsible AI principles

o Response Al Toolbox overview
o Responsible AI dashboard

o Error analysis

o Interpretability dashboard

o Fairness dashboard

Responsible Al principles

As mentioned, there are six core principles — Fairness, Reliability and Safety, Privacy and Security,
Inclusiveness, Transparency, and Accountability - that Microsoft has incorporated into their Responsible
AI Toolbox. We will briefly explain these as follows:

« Fairness in the context of Al systems is a sociotechnical challenge that scientists and developers
need to address to ensure that people are treated equally and to reduce unfairness relating to
the specific use case we are building the model for. In a variety of domains and use cases, Al
systems can be used to provide resources and opportunities, and through checking fairness we
can ensure that we are not reinforcing existing stereotypes.
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For example, if we are predicting what ethnic groups there are in a certain segment of the
population and what their food preferences are, not all customer segments of cities or states
have the same ethnic diversity. So, when we design the model, we have to take into consideration
all ethnic groups, giving each equal distribution within the data, building fairness into the
model. Otherwise, the model might be skewed by the ethnic group with the highest population
available in the test set. This is also hard because all cities and states have unequal distributions
of ethnic groups.

Reliability and Safety: One important thing to keep in mind is to ensure models are safe for
others to consume and that the output creates no harm. When a model makes predictions,
make sure those predictions lead to safe and reliable decisions for all consumers. Understand
that a wrong prediction can have an adverse negative effect when applying the model’s outcome.
Spend time making the model’s outcome safe and reliable for the use case that it has been
designed and developed for.

Privacy and Security: Use cases that depend on human-related data, such as predicting patient
diagnosis or attrition analysis for companies, use a lot of personal data. Proper precautions
should be in place to protect personally identifiable information (PII) and privacy. Depending
on where the model is run, try to run the model closer to where data is stored, and do not
move it or copy it to ensure privacy. Also, make sure permission is granted individually to each
person who needs access to the data and not everyone. In some cases, we can either encrypt
the data or convert PII into something unidentifiable before building the model, if possible.
There is also talk about synthetic data creation for modeling. Depending on the use case, the
business problem we are attempting to solve must drive the decision on how to protect privacy
and apply security.

Inclusiveness is a core value stating that systems should empower all people, users and customers
alike. The ability of the Al system to work with every human being on the planet regardless of
who they are is always the goal. Inclusiveness is very similar to fairness. The question to ask
is how we can include all of the various groups or include all ethnic minority communities in
the model, ensuring no one is left out. Our dataset should represent all communities so that
everyone gets proper representation when building our model.

Transparency in a system is key to ensuring a system can be trusted. The system should be
transparent, allowing users to know what is going on at any given time. This improves trust in
the system. We can talk about two different categories of transparency:

* Transparency on how Al systems are built: We need to be transparent on how the Al systems
are built and provide proper documentation on the process and purpose of the model we've
built. Anyone using the model should feel comfortable and able to trust the model.

* Transparency on pitfalls of the models: Using interpretability to explain how the decision
was made and what features were used is also an important way to gain trust in the model
to be consumed.
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o Accountability: Given that model building is somewhat unpredictable, we must be accountable
for what we are building. Proper processes must be in place in order for us to accept accountability
for the model we build. We should make sure that what we build takes privacy into account
and that we accept responsibility for the trustworthiness of the model. For example, a data
scientist who is building a model is responsible for building the model by following all of these
principles and will be held accountable for that model. First and foremost, every organization
has to have the following:

* A responsible Al strategy
* A methodology to develop Al/machine learning (ML) responsibly

In order to have a responsible Al strategy, you need to develop business guidelines relating to how
AI/ML can be used to drive business outcomes, establish how teams can apply responsible AI and
build better model outcomes, and decide what tools and techniques need to be in place to ensure
responsible Al This strategy should be the foundation of all AI/ML model development and should
be used in any other systems. You should also create a framework around which to report and monitor
risks or leaked AI/ML behavior.

In the next section of this chapter, we will discuss how to leverage raiwidgets (or the Responsible Al
Toolkit SDK) and how we can analyze the six core principles. Not all of these principles are covered by
the SDK. For example, while Fairness and Transparency are covered by the SDK, Privacy and Security,
Reliability, and Accountability will be covered by other programming mechanisms.

Follow this URL for more details and up-to-date information: https://www.microsoft.com/
en-us/ai/responsible-ai.

Responsible Al Toolbox overview

One of the biggest challenges we face in data science is understanding what the model does. For
example, if the algorithms we use are all black boxes, it’s not that easy to know how the decisions
are made. To discern how our algorithms make decisions, we can make use of responsible Al This
will give us the opportunity to explain the model’s decisions, find the features that contribute to the
prediction, do error analysis on the dataset, and also ensure fairness in the dataset.

Microsoft recently developed a Responsible Al Toolbox that encompasses interpretability, fairness,
counterfactual analysis, and causal decision-making through three dashboards: a fairness dashboard,
an error analysis dashboard, and an interpretability dashboard.

Dashboards simplify the user interface (UI) by bringing all the toolkit output into one UI Before
the toolbox, it was hard because we needed to download a separate library and build code for each of
the dashboards. Now, it’s very easy, and I will show some code to achieve this with the Responsible
AT Toolbox.
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( N
Note
The toolbox is in public preview, and there are new developments on the way. Make sure your
libraries are updated often to check which new features are available for you.
The Toolbox is available here: https://github.com/microsoft/responsible-
ai-toolbox.

. J

Responsible Al dashboard

To leverage the Toolbox, we will create a model to apply the Toolbox to. Let’s look at the process of
creating and analyzing responsible Al

Let’s go through the steps to create a model in the Azure ML service:

1.

AN

Go to the Azure ML Studio UL

Start the compute instance.

Click on Notebook in the Author section.

Create a new notebook with Python 3.8 with Azure ML as the kernel.
Name the notebook RAIDashboard. ipynb.

Now, we need to install or upgrade libraries. Only install libraries if they aren’t already on your
system. At the time of writing, Python 3.8 with the Azure ML kernel was used, and it already
has raiwidgets installed. If there is an older version, please use the following upgrade
command to upgrade to the latest version:

1 Ipip install raiwidgets

Press shift + enter to run

1 Ipip install --upgrade raiwidgets

Press shift + enter to run

Figure 8.1 - Install or upgrade the Responsible Al Toolbox
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7

10.

Now, let’s upgrade the dependencies:

1 I'pip install --upgrade pandas

Press shift + enter to run
Figure 8.2 — Upgrade the pandas libraries to the newest version

Restart the kernel and clear all the outputs. Once the libraries are installed, it’s always a good
practice to restart the kernel to reflect the installed libraries. Some packages force us to restart
the kernel to be effective.

We are now going to load the libraries for us to consume in the notebook. The Responsible
AJ dashboard is used to generate a nice UI to interact with and do what-if analysis, as well
as other types of analysis, including error analysis, feature permutation, and counterfactual
analysis, on the model created.

For RATIInsights, this is where we calculate all the calculations to generate the dashboard.
It usually takes time to execute and analyze the model and get insights into what the model
is doing. Whatever is displayed on the Responsible AT dashboard will be calculated by the
RAIInsights libraries.

1 from raiwidgets import ResponsibleAIDashboard
2 from responsibleai import RAIInsights
e

Figure 8.3 — Importing the Responsible Al libraries

Next, we create a sample regression model to which to apply Responsible Al Let’s import the
shap and sklearn libraries for our model. Here, we are going to load the ML libraries and
also the library required to split the data for training and testing. Later, we will split the dataset
into two parts: one for training and one for testing. Usually, 80% is used for training and 20%
is used for testing.

import shap
import sklearn
import pandas as pd

from sklearn.model selection import train_test split
from sklearn.ensemble import RandomForestRegressor

L ovbkuwner

Figure 8.4 — Importing the model’s libraries
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11. Now, let’s load the sample datasets and split the data for training and testing. Also, let’s assign
the column that is used for the target feature, or label the column to be predicted. Here, we
are loading a sample dataset for diabetes. Then, we are going to assign the column to predict,
which is 'y'. Sometimes, it’s called target feature. Then, we use the remaining columns
as features to train the model.

Q b wN R

data = sklearn.datasets.load_diabetes()
target_feature = 'y'
continuous_features = data.feature_names

data_df = pd.DataFrame(data.data, columns=data.feature_names)

Figure 8.5 — Loading the sample dataset

. Split the data and assign it to different dataframes for modeling. Usually, when modeling, the

training data is split into two datasets, one for training and one for testing. Next, the predicting
column, which is called the label or target, is also split into training and testing. The following
screenshot shows the features used for modeling.

X_train, X_test, y_train, y_test = train_test_split(data_df, data.target, test_size=0.2, random_state=7)

train_data = X_train.copy()
test_data = X_test.copy()
train_data[target_feature] = y_train
test_data[target_feature] = y_test
data.feature_names

‘sex', 'bmi', 'bp', 's1', 's2', 's3', 's4', 's5', 's6']

Figure 8.6 - Splitting data for training and testing

Now that we have made our model, we need to run it. This is necessary before we analyze the model
using the Responsible AI Toolbox for fairness, privacy, reliability, and bias. Bias means we want to
have equal records for the categories we use. For example, if we use a dataset that contains ethnicity
or sex features, we have to make sure we have an equal amount of data for each represented group
to avoid bias.
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Let’s now create the responsible Al code by following these steps:

1. First, we need to train the model before we pass it to RAIInsights to calculate the fairness,
bias, and other error analyses.

1 model = RandomForestRegressor()
2 model.fit(X_train, y_train)
e

2022/04/18 23:32:34 INFO mlflow.utils.autologging utils: Created MLflow autologg
cb7cf761b9b8", which will track hyperparameters, performance metrics, model arti

sklearn workflow

RandomForestRegressor(bootstrap=True, ccp_alpha=08.8, criterion="mse',
max_depth=None, max_features='auto', max_leaf nodes=None,
max_samples=None, min_impurity_decrease=0.0,
min_impurity_split=None, min_samples_leaf=1,
min_samples_split=2, min_weight_fraction_leaf=0.0,
n_estimators=1@0, n_jobs=None, oob_score=False,
random_state=None, verbose=0, warm_start=False)

Figure 8.7 - Model configuration and training
2. The model is ready. The next step is to apply responsible AI. Let’s configure the

RAIInsights details.

We need to pass the following parameters: model, train data, test data,
target feature, the model type (for example, regressionor classification),
and categorical features.

With this, RAIInsights is going to produce the following:
* An error analysis dashboard

* An interpretability dashboard

* A fairness dashboard

* A Responsible AI dashboard

1 rai_insights = RAIInsights(model, train_data, test_data, target_feature, ‘regression’,
2 categorical_features=[])
v/

Figure 8.8 - Invoking RAlInsights
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The next step is to invoke interpretability, error analysis, and fairness and build the dashboard:

* Interpretability: IntepretML is used to understand how the columns affect the prediction
made by the model. IntepretML is an open source package. Here, we combine all the open
source package output, making it seamless, and show it in ResponsibleAIDashboard.

* Error analysis: Error analysis allows us to identify high error rates with respect to the
benchmarked error rate to find any errors in the model. It also allows us to conduct root
cause analysis in combination with interpretability to see how the model characteristics are
performing. We use the open source Exrror Analysis package for this.

* Counterfactuals: This accepts the total number of counterfactuals to generate and the range
that their labels should fall within. Counterfactual analysis allows us to analyze the model’s
performance with various outcomes by changing parameters. We can use this section to do
what-if analysis to understand how the model performs. DiCE is the open source package
that we use to do this analysis.

* Causal analysis: This is performed by the EconML open source package. This package
allows us to change conditions and see the impact. For example, what would the impact be
if we introduced a new product to a customer segment or if we introduced new strategies
into the company?

# Interpretability

rai_insights.explainer.add()

# Error Analysis

rai_insights.error_analysis.add()

# Counterfactuals: accepts total number of counterfactuals to generate,
# and a list of strings of categorical feature names
rai_insights.counterfactual.add(total_CFs=26, desired_range=[50, 120])

Figure 8.9 - Adding explainer, error analysis, and counterfactual packages

Now, let’s carry out interpretability, error, and counterfactual analysis:

1.

Usually, it will take some time to do all the calculations. Depending on the model type and the
size of the dataset, be prepared to spend a little while here. Depending on the ML type, causal
analysis using EconML will also be computed for what-if analysis.
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> 1 rai_insights.compute()
[19] v 38 sec

:36<00:00, .42it/s
180%| | 89/89 [00:36<00:00, 2.42it/s]

Figure 8.10 - Compute responsible Al calculation insights

2. Next, we need to build the Responsible Al dashboard. The Toolbox consolidates all the output
in a dashboard and provides one place to conduct analysis. Please remember that not all the
principles have been implemented yet, and research and development is still an ongoing process
with the SDK. Figure 8.11 shows the creation of the Responsible AI dashboard.

1 ResponsibleAIDashboard(rai_insights)
v 1sec

ResponsibleAI started at https:/ centralus.instances.azureml.ms

<raiwidgets.responsibleai_dashboard.ResponsibleAIDashboard at @x7f6bBec@c358>

Figure 8.11 — Responsible Al dashboard

3. Once the dashboard is built, click on the hyperlink to open it. For each type of analysis, please
see the heading in the dashboard link.

The link is available here: responsible-ai-toolbox/tour.ipynb at main - microsoft/
responsible-ai-toolbox (https://github.com/microsoft/responsible-ai-
toolbox/blob/main/notebooks/responsibleaidashboard/tour. ipynb).

The dashboard created from the preceding code will have a few options to customize and work
with cohorts:

« Dashboard navigation: Allows us to filter any analysis
o Cohort settings: Allows us to work with cohorts
« Switch global cohort: Allows us to switch between cohorts and also display statistics in popups

o Create new cohort: Allows us to create new cohorts as needed

Next, we are going to deep dive into the error analysis dashboard to understand feature errors.
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Error analysis dashboard

Error analysis allows us to analyze where the model is underperforming and also find errors in the
decision-making process.

Error analysis can be done as either a tree map or a heat map. Based on the analysis, red represents
an error. If you click one of the insight bubbles, you'll see the path the model traversed.

Dashboard analysis will be based on the type of ML modeling we choose. The two types are classification
and regression. In our example, we chose regression. The following are two of the accuracy metrics used:

« Mean squared error

o Mean absolute error

The following screenshot shows the error analysis dashboard UI created by the Responsible AT SDK.

Tree map Heat map =:! Feature list

The tree visualization uses the mutual information between each feature and the error to best separate error instances
from success instances hierarchically in the data. This simplifies the process of discovering and highlighting common
failure patterns. To find important failure patterns, look for nodes with a stronger red color (i.e,, high error rate) and a
higher fill line (i.e., high error coverage). To edit the list of features being used in the tree, click on "Feature list." Use the
“select metric" dropdown menu to learn more about your error and success nodes' performance. Please note that this
metric selection will not impact the way your error tree is generated.

t metric

r rate M ‘

lear selection ‘

‘or coverage ® 2/160

5.86%

P o) ()

‘or rate ®

4.35%
= ® ©

19/299

Figure 8.12 - Error analysis dashboard

This dashboard provides options to save the error analysis for further analysis or share it with others.
This feature is very helpful if we need to share information with other data scientists or subject matter
experts to understand a model’s performance.



Error analysis dashboard

The following screenshot shows the error analysis screen with Heat map selected:

Error analysis

Tree map Heat map

With the heat map you can focus on specific intersectional feature filters and
compute disaggregated error rates. Start with two dataset features to compare.

Select metric Rows: Feature 1 Columns: Feature 2

\ Mean squared error ~ | I age v ‘ [ sex

Cohort: All data

Mean squared error ©

2964.33

Quantile binning 0] Binning threshold 0]
Clear all Select all @ off O 8

sex

| Cells © | Error coverage ©

- 100.00%

(0.0835,0.111]

(0.0562,0.0835) -
(0.0290,0.0562) -
(0.00175,0.0290]

(-0.0255,0.00175]

(-0.0527,-0.0255]

4%

(-0.0800,-0.0527] 56%

(-0.107,-0.0800)

IIIIIII %

Figure 8.13 — Heat map error analysis

In this heat map, we need to select the features for which we want to do error analysis. Once we select
the features, the system will analyze the error percentage.

Options are available for Quantile binning and Binning threshold.
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The following screenshot shows us Feature List. This section shows which features have been selected
and how important each one is to the prediction.

Feature List X

To retrain the tree map, select and save the
features below. The feature importances were
calculated using mutual information with the
error on the true labels. Please use it as a
guideline for training the tree map.

(] Features Importances
o
Q bmi
(] 5 ==
(] 54 =
Q = =
® age
QO s
Q b
(] 52
® =6
Maximum depth @
e ) 4
Number of leaves (0
% 21
Minimum number of samples in one leaf ®
_o 21

Apply

Figure 8.14 - Feature List



Interpretability dashboard

This feature illustrates the importance of the columns or features to the predictions. There are options
to change the maximum depth and leaves of the decision tree created by the responsible AI dashboard,
as well as how the minimum number of samples in one leaf is analyzed.

Interpretability dashboard

Now let’s look at the interpretability section of the dashboard. This is where each feature is analyzed
and the importance and impact of the features are shown. The top features are either aggregated or
available individually for analysis.

Aggregate feature importance Individual feature importance

Explore the top-k important features that impact your overall model predictions (a.k.a. global explanation). Use the slider
to show descending feature importances. All cohorts’ feature importances are shown side by side and can be toggled off
by selecting the cohort in the legend. Click on any of the features in the graph to see a density plot below of how values
of the selected feature affect prediction.

Top 4 features by their importance

0.5
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@ All data

Figure 8.15 — Aggregated feature importance

In the preceding screenshot, you can see the aggregated feature importance.
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Select Individual feature importance to analyze the data row by row. Then, select the rows to analyze,

as follows:

5/5 datapoints selected (D

v  Index TrueY PredictedY Pclass

v Correct predictions (19)

0

e 0 0 0 ©°

4] 0
0 0
0 0
0 0
1 1
0 0

Figure 8.16 — Selecting data points for feature importance
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Once the feature data points are selected, scroll down to see the charts. The following chart shows the
feature importance and its impact on the row that is selected. For every row in the dataset, you can
analyze the dataset by selecting a row.

Top 4 features by their importance

e
G

0

Feature importance
Class: 0

® Row 0

Figure 8.17 - Individual feature importance plot

Fare

® Row 1 ® Row 2

Pclass

® Row3 @ Row4

Now click Individual conditional expectations (ICE) plot to change the plot. The ICE plot will show
all the rows with respect to the feature selected and show how much impact each row had on the model.



Interpretability dashboard

On selecting Individual conditional expectation (ICE) plot, you should see what is shown in
Figure 8.17. The x axis should be the feature selected and the y axis the prediction. Click the Feature
dropdown and select the feature to see the impact. Also, options to set minimum and maximum steps
are available. To get more information, click How to read this chart.

Show: e
(O Feature importance plot (@) Individual conditional expectation (ICE) plot

® How to read this chart

0.8

0.7

0.6

0.5

0.4

03

Pclass

Figure 8.18 - Individual conditional expectation (ICE) plot

Now let’s look at model statistics.

Model statistics allow us to analyze distribution across prediction values, the model’s performance,
and model metrics. Options to switch between a cohort and a dataset are also available. Select the y
value to see the error in the dataset, the predicted Y value (the label for the column that the model
predicted), and what the true Y value (label for the column provided in the training dataset) was.
These options allow us to understand the model performance.

You can also swap the axes to show errors on the x axis and predictions on the Y axis. Also, if you click
Cohort, there is the option to select a dataset and the features to plot and see how the model performed.

ility distributi Metrics

@ ) Useline chart
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Probability : Less than median

‘ Choose label

Figure 8.19 — Model statistics

Next, we are going to look into the Data explorer feature on the Responsible AI dashboard.
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Data explorer

Data explorer is another visual tool for analyzing the predicted value, error, and features. You can use
either aggregated or individual features. It also allows you to select predicted features and training
features for what-if analysis.

Figure 8.20 shows a box plot of how age is grouped or binned into chunks. The x axis is the index and
the y axis is the age groups, which can be age data points or bins of ages. You have the choice to select
either Aggregate plots or Individual datapoints to visualize the difference between aggregated and
individual plots. Box plots provide a clear visualization of where the outliers are and show the range
of plotted points.

We can change the x axis from the index to the predicted y or true y value to see the patterns. There
is also the option to change the number of bins. In the following example, we chose five bins. Also, if
you click age, there is the option to change the feature as well to see how the prediction value changes.

Select a dataset cohort to explore | All data v

46.4 - 56 ‘

36.8-46.4

o I -
o ’ l

Age

Probability : 0

Figure 8.20 - Aggregated plots
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Data explorer allows us to select the predicted and original values and plot either aggregated or
individual scatter plots to see how the values align or intersect. In the following chart, the y axis is
the age and the x axis is the index, and the predicted outcome is a scatter plot. You can change the
cohort to see various values.

Age
8
.

Index

Figure 8.21 — Scatter plot for individual values

The preceding charts provide a way to visualize the predicted and error values of our model. This
enables us to build a better model with more accuracy that is more realistic.

What-if counterfactuals

Now, we can change the datapoints and click Create what-if counterfactuals. What-if analysis allows
us to select the predictor and compare with features to see the impact on the outcome. We can also
change the index and age and switch to see predicted y or true y values and the features to see the
counterfactuals. Then, we can select the index value and select one to see how the charts change.

We can see a counterfactual chart in the following screenshot and analyze the chart by changing features.

Age

0 2 4 6 8 10 12 14 16 18

Index

Figure 8.22 — Counterfactuals
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Select the index and then click Create what-if counterfactual to see the features percentage in the
distribution chart. You can also save the chart.

Predicted value (Survived) Sex Fare Loc Pclass
Reference datapoint: Row 0 0 1 86625 9 3
Set Value
Counterfactual Ex 1 1 2 89.606 & =
Set Value
Counterfactual Ex 2 1 2 131.209 S =
Set Value
Counterfactual Ex 3 1 2 - - 1
Set Value
Counterfactual Ex 4 1 2 96.194 o =
Set Value
Counterfactual Ex 5 1 2 164.137 - B
Set Value
Counterfactual Ex 6 1 2 - 7 -
Set Value
Counterfactual Ex 7 1 2 109.633 - B
Set Value
Counterfactual Ex 8 1 2 - 2 -
Set Value
Counterfactual Ex 9 1 2 205.397 - =
Set Value
Counterfactual Ex 10 1 2 151.774 & =

Figure 8.23 —- What-if counterfactuals

In the next section, we are going to see how fairness can be analyzed using the SDK.
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Fairness

Fairness is a topic that we need to investigate in use cases where people are involved. Proper precautions
should be taken to figure out whether the dataset is fair or not. In Azure ML, with the Responsible AI
Toolbox, we can create a fairness dashboard. To do that, first, we need to know which features need to
be fair, such as sex and race. Once we know that, we can create a dashboard, as shown in Figure 8.24.

In this section, we are going to create a fairness dashboard with a sample dataset:

1. Go to the Azure ML Studio UL

Start the compute instance.

Click on Notebook in the Author section.

Create a new notebook with Python 3.8 with Azure ML as the kernel.

Create a new notebook called FairnessDashboard.

A

Import all the required libraries:

from raiwidgets import FairnessDashboard

from fairlearn.reductions import GridSearch

from fairlearn.reductions import DemographicParity

from fairlearn.metrics import MetricFrame, selection_rate
from sklearn import svm, neighbors, tree

from sklearn.metrics import accuracy_score

from sklearn.preprocessing import LabelEncoder,StandardScaler
from sklearn.linear_model import LogisticRegression

from sklearn.datasets import fetch_openml

import pandas as pd

import numpy as np

Figure 8.24 - Fairness imports

7. Next, we are going to load the sample dataset:
data = fetch_openml(data_id=1590, as_frame=True)
X_raw = data.data

y_true = (data.target == '»50K') * 1

X_raw["race"].value_counts().to_dict()

Figure 8.25 — Getting the sample data
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8. 'Then, we are going to specify the sensitive features and then use categorical columns and label
encoder to convert strings to numbers:

sensitive_features = X_raw[['sex’, 'race']]
X = X_raw.drop(labels=["'sex', 'race'],axis = 1)
X = pd.get_dummies(X)

sc = StandardScaler()
X_scaled = sc.fit_transform(X)
X_scaled = pd.DataFrame(X_scaled, columns=X.columns)

le = LabelEncoder()
y_true = le.fit_transform(y_true)

Figure 8.26 - Feature engineering

9. Now that we have feature engineering taken care of, the next step is to split the dataset for
training and testing. We will split the dataset into 80% for training and 20% for testing:

from sklearn.model selection import train_test_split
X_train, X_test, y_train, y_test, sensitive_<features_train, sensitive_features_test = \
train_test_split(X_scaled, y_true, sensitive_features,
test_size = 8.2, random_state=0, stratify=y_true)
# Work around indexing bug
X_train = X_train.reset_index(drop=True)
sensitive_features_train = sensitive features_train.reset_index(drop=True)

X_test = X_test.reset_index(drop=True)
sensitive_features_test = sensitive_ features_test.reset_index(drop=True)

Figure 8.27 - Splitting data for training and testing

10. Next, configure the training:

unmitigated_predictor = LogisticRegression(solver="'liblinear', fit_intercept=True)
unmitigated_predictor.fit(X_train, y_train)

Figure 8.28 - Training

Train the model with the dataset. Here, we are using logistic regression for modeling.
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11. Next, let’s create a fairness dashboard. A fairness dashboard needs these three parameters at

a minimum:

= Sensitive features — columns that have sensitive data, such as sex or race

* Original label value

= Predicted value to analyze

Click the URL created by the responsible AI SDK. A new web page will open. Follow the
navigation in the dashboard to select the sensitive column and see how the data is distributed
across those features. The main aim here is to provide insights into how the features are balanced

with sensitive information. For example, if we have data with male and female datapoints, we
want to make sure that men and women have the same amount of representation in the dataset.

y_pred =

unmitigated_predictor.predict(X_test)

FairnessDashboard(sensitive_features=sensitive_features_test,
y_true=y_test,

y_pred=y_pred)

Fairness started at https:/,

Here is the main page of the dashboard:

instances.azureml.ms

Figure 8.29 — Creating the fairness dashboard

Welcome to the

Fairness dashboard

The fairness dashboard enables you to assess tradeoffs between

performance and fairness of your models

To set up the
assessment, you
need to specify a
sensitive feature, a
performance metric,

and a fairness metric.

01 Sensitive features

Sensitive features are used
to split your data into
groups. Fairness of your
model across these groups
is measured by fairness
metrics. Fairness metrics
quantify how much your
model's behavior varies
across these groups.

02 Performance
metric

Performance metrics are
used to evaluate the overall
quality of your model as
well as the quality of your
model in each group. The
difference between the
extreme values of the
performance metric across
the groups is reported as
the disparity in
performance.

/

N

03 Fairness metrics

Fairness metrics are used to
evaluate the overall quality
of your model as well as
the quality of your model in
each group. Fairness
metrics may represent the
difference or ratio between
the extreme values of a
performance metric, or
simply the worst value of
any group.

Get started

Figure 8.30 - Fairness dashboard - intro page
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12. Click on Get started to view the options to analyze fairness.

13. The first step of the process is to select the sensitive features. In the following screenshot, we
have two columns, sex and race. In the sex column, we have two categories, male and female.
For race, we have white, black, Asian-Pac-Islander, Other, and Amer-Indian-Eskimo. Let’s
first select sex to examine the sensitive features, and then click Next.

01 Sensitive features 02 Performance metrics 03 Fairness metrics

Along which features would you like to evaluate your model's
fairness?

Data statistics

2 sensitive features
. . . . o . . . 9769 instances
Fairness is evaluated in terms of disparities in your model's behavior. We will split your data

according to values of each selected feature, and evaluate how your model's performance metric
and predictions differ across these splits.

Sensitive features Subgroups
o sex Male
This feature has 2 unique values Female
race White
This feature has 5 unique values Black
Asian-Pac-Islander
Other

Amer-Indian-Eskimo

Figure 8.31 — Fairness dashboard - 01 Sensitive features

14. Now let’s choose which performance metric to use for our analysis. Options for performance
metrics are as follows:

* Accuracy

* Balanced accuracy
= Fl-score

= Precision

* Recall

The definitions of these metrics are provided in Figure 8.32. For our purposes, we are going to
choose Accuracy as the metric, with Sex as the sensitive column for us to analyze. Click Next
to go to Fairness metrics.
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01 Sensitive features 02 Performance metrics 03 Fairness metrics

How do you want to measure performance?

Data statistics

Your data contains binary labels and your model makes binary predictions. Based on that 2 Sens_itive features
information, we recommend the following metrics. Please select one metric from the list. 9769 instances

(V] Accuracy The fraction of data points classified correctly.

Q Balanced accuracy Positive and negative examples are reweighted to have equal total weight. S...
O Fl1-score F1-score is the harmonic mean of precision and recall.

O Precision The fraction of data points classified correctly among those classified as 1.
O Recall The fraction of data points classified correctly among those whose true label...

oo | EEE

Figure 8.32 - Fairness dashboard - 02 Performance metrics

15. Next is one of the most important screens. Select the appropriate fairness metric for our
analysis. In the following screenshot, you can see the choice. For our example, we are choosing
Demographic parity difference. Then click Next to see the charts to analyze.

01 Sensitive features 02 Performance metrics 03 Fairness metrics

How do you want to measure fairness?

Data statistics

Fairness metrics quantify variation of your model's behavior across selected features. There are 2 sensitive features
several kinds of fairness metrics that are based on a variety of performance metrics. They either 9769 instances
capture the difference or ratio between the extreme values across the groups, or simply the worst

value of any group.

> Accuracy / error rate (6)

Vv Demographic Parity / Selection rate (2)

Demographic parity difference  The maximum difference in selection rate, that is the fraction with pred...

O e

Demographic parity ratio The minimum ratio of selection rates, that is the fraction with predicte...
> Equalized odds (2)
> F1-score (1)
> False negative rate / miss rate (2)
> False positive rate / fall-out (2)
> Precision (1)
> True negative rate / specificity (2)

> True positive rate / recall / sensitivity (3)

Figure 8.33 - Fairness dashboard - 03 Fairness metrics
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16. On the next screen, we can change these selections, see how the fairness metrics are calculated,
and examine which sensitive features are selected and how fair they are.

Assessment results for Model 0

Sensitive feature  Performance metric  Fairness metric

l sex ~ ‘ l Accuracy ™ ‘ l Demographic parity difference
Accuracy Selection... Demogra... False posi... False neg...
Overall 85.4% 19.6% 18.3% 6.74% 39.5%
Male 81.6% 257% 9.75% 38%
Female 93.1% 7.36% 2.01% 48%
Charts
v

Selection rate

@ How to read this chart

Male

Female

0% 5% 10% 15% 20% 25%

Figure 8.34 - Fairness results
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The preceding chart shows that women are underrepresented in the model, which also suggests
the model might be biased toward men. So, now we can go back and see whether we can geta
more balanced dataset to make our model fairer. Try to switch the charts to false positive and
false negative rates to drill down and see the rates of false positives and negatives. You can also
change Performance metric, Sensitive feature, and Fairness metric and analyze the fairness.
As these options change, the charts will reflect the changes. This tool provides a single place
to analyze data for bias and fairness.

Charts

False positive and false negative rates v

@ How to read this chart

False negative ra False positive rate

Male

Female

-50% —-40% -30% -20% -10% 0% 10%

[ ] False negative rate [ ] False positive rate
(predicted = 0, true = 1) (predicted = 1, true = 0)

Figure 8.35 — Fairness results - False positive and false negative rates

We can now drill deeper into black-box models and see how the model made decisions, and also
analyze the dataset for any bias or errors and ensure fairness.
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Summary

By using the Responsible AI Toolbox SDK, we can analyze data for fairness and errors and look deep
into decision trees to understand how the model makes decisions. Note that there is work to be done in
this field. The SDK is still going through development, and features are being added, so please remember
that the functionality will change and new features will be added. At the time of writing, we tested
with the LightGBM, XGBoost, and PyTorch algorithms for fairness. The Toolbox allows us to open
black-box models and see how decisions are made, and also produce output that is fair and unbiased.

In the next chapter, we will learn how to productionalize ML models.
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Productionizing Your Workload
with MLOps

MLOps is a concept that enables machine learning (ML) workloads to scale through the automation
of model training, model evaluation, and model deployment. MLOps enables traceability with code,
data, and models. MLOps allows data scientists and ML professionals to make predictions available
to business users at scale with the Azure Machine Learning (AML) services.

MLOps is built on the concepts of CI/CD. CI/CD is a term that stands for continuous integration/
continuous delivery and has been used for software development for decades. CI/CD enables companies
to scale their applications and by leveraging those same concepts, we can scale our ML projects, which
will rely on CI/CD practices for our MLOps implementation.

One of the challenges of this domain is its complexity. In this chapter, we will go through the scenario
of retrieving data, transforming data, building a model, evaluating the model, deploying a model, then
pending approval, registering it to a higher environment, and publishing the model as a managed
online endpoint, routing traffic to the latest version of the model. This process will leverage Azure
DevOps, AML SDK v2, and v2 of the CLI.

In this chapter, we will cover the following topics:

o Understanding the MLOps implementation
o Preparing your MLOps environment

o Running an Azure DevOps pipeline

Technical requirements
To proceed with this chapter, the following are the requirements:

e Two AML workspaces

o An Azure DevOps organization, or the ability to create one
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o An Azure DevOps project within an Azure DevOps organization, or the ability to create one
o 'The ability to assign permissions in the AML-deployed key vaults

o 'The ability to create Azure DevOps variable groups

o Permission to link an Azure DevOps variable group to Azure key vault

o Two service principals, or permissions to create service principals

o Two service connections, one for each environment, or permissions to create service connections
o 'The ability to create an Azure DevOps pipeline within an Azure DevOps project

o 'The ability to create an environment within an Azure DevOps project

Understanding the MLOps implementation

As mentioned, MLOps is a concept, not an implementation. We will provide an implementation of
MLOps as the foundation for this chapter. We will establish an Azure DevOps pipeline to orchestrate an
AML pipeline for transforming data in the dev environment, create a model leveraging MLflow, and
evaluate whether the model is performing better or equal to the existing model. Following this pipeline,
if a new model is registered, we will deploy this new model in the dev environment leveraging blue/
green deployments. Blue/green deployments enable high availability. As a new model is deployed, the
existing endpoint deployment is available during the new model deployment. After the new model is
deployed to the managed online endpoint, we swap traffic over to the new model. After the model is
deployed in the dev environment, we will trigger an approval process to then register and deploy the
new model into the ga environment, which will leverage blue/green deployments as well.

Some organizations would choose not to register a model if it was performing just as well as the existing
model, especially if the training data had not changed, but this will allow us to see how powerfully
AML can handle updating a managed online endpoint. After a solid foundation has been applied,
you can update the code to only register a model when it performs better than the existing model,
but improving a model is an exercise left to you.

In this chapter, we will leverage an AML pipeline with AML SDK v2, v2 of the CLI, Azure DevOps
organizations, and Azure DevOps projects, and take advantage of Azure Key Vault, which has been
automatically deployed for you when deploying your environment. You will leverage two AML
workspaces. For this chapter, we will refer to them as dev and ga.



Understanding the MLOps implementation

In order to break down the MLOps implementation, the following diagram represents the flow that
we will create for your MLOps implementation:

Dev Environment QA Environment
Dev Azure Machine Learning Workspace QA Azure Machine Learning
Workspace

Green
Managed Deployment

Green

Dev
Deployment
Dev anaged

QA

i Online Blue . Online Blue
e Endpoint Deployment Rehg/::?erle J Endpoint  Deployment
Model Model Model
QA Azure Key

Vault

Dev
DevOps Variable
Group

Dev
DevOps Variable
Group

e Azure DevOps Approval
QA DevOps
Service
Azure DevOps Pipeline

Connection
Figure 9.1 - MLOps implementation

In the preceding figure, Azure DevOps is the orchestrator. When code is checked into the main branch,
Azure DevOps will trigger off the Azure DevOps pipeline.

We will create an Azure DevOps pipeline that consists of two stages. One stage is dev stage, and
one willbe ga stage.Indev stage, we will leverage the AML CLI to first get the initial model
version and place it into a variable in the DevOps pipeline. After retrieving the model version, we will
run the AML pipeline that handles the model creation and registration. After running the AML pipeline,
we will retrieve the model version again in the Azure DevOps pipeline. If the model version has not
changed, we know that no new model has been registered. If the model version has increased, then we
know we want to deploy this model in the dev environment through Azure DevOps and proceed to
deploy this model to the ga environment. Given the ga environment is a higher environment, we will
include an approval process. The registration and deployment into the ga environment must first be
approved. Once it is approved, the registration and deployment into the ga environment will proceed.
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As part of the managed online endpoint, we can deploy a new model to an existing managed online
endpoint through blue/green deployments. When a model is first deployed to a managed online
endpoint, we set the traffic to 100%. In the case of a new version of a model being deployed, we
initially set the traffic to 0 for the new model, wait for it to be successfully deployed, and for the given
managed online endpoint, we will then swap the traffic to the latest version of the model to 100% and
delete the old model deployment. This ensures the uptime for a given managed online endpoint. Users
of the rest endpoint will not be interrupted during the model deployment process once a managed
online endpoint is deployed.

To set up our MLOps pipeline we will leverage several key resources. During the MLOps automation
pipeline, we will leverage a service connection to gain access to the appropriate workspaces. A service
connection will leverage an Azure service principal to connect to our AML workspace. We will create
a service connection for connecting to the dev AML workspace, and one for connecting to the ga
AML workspace. In addition to the service connections, we will leverage the key vaults for each of
the environments storing sensitive information. We will link these key vaults using variable groups
in Azure DevOps. This will keep our Azure DevOps pipelines clean and easy to understand. Refer to
Figure 9.1 for a visual overview of the resources we are going to leverage.

This chapter is an opportunity to leverage your understanding of the functionality implemented so far
in this book and put it all into practice. Let us get started looking at the technical requirements for a
successful MLOps pipeline implementation leveraging the AML CLI v2 and SDK v2 with Azure DevOps.

Preparing your MLOps environment

In this section, we will go through ensuring that the technical requirements are fulfilled, given you
have permission to do so. To prepare your environment, we will be doing the following:

—

Creating a second AML workspace

Creating an Azure DevOps Organization and Project
Confirming the code in the dev AML workspace
Moving the code to your Azure DevOps Repo

Setting up variables in Azure Key Vault

Setting up Azure DevOps environment variable groups
Creating an Azure DevOps environment

Setting your Azure DevOps service connections

¥ ® N AT e »d

Creating an Azure DevOps pipeline

—_
(=}

. Running an Azure DevOps pipeline



Preparing your MLOps environment

Creating a second AML workspace

Up to this point, you have been working in a single AML workspace. With our MLOps pipeline
implementation, we will be using two workspaces. For information on deploying a second AML
workspace, see Chapter 1, Introducing the Azure Machine Learning Service. After you have created a
second AML workspace, continue to the next step: Creating an Azure DevOps organization and project.

Creating an Azure DevOps organization and project

An Azure DevOps pipeline is held within an Azure DevOps project. An Azure DevOps project is
held within an Azure DevOps organization. You will be required to have an Azure DevOps project
to host your code repository that you can write code to and create Azure DevOps pipelines, create
service connections, create variable groups, and link to your key vaults. You may already have an Azure
DevOps organization set up. Your administrator will have chosen either to have a single project in
an Azure DevOps organization that supports many repositories and many Azure DevOps pipelines
or to have many projects with one or many repositories in an Azure DevOps organization. If your
administrator has already created an Azure DevOps organization, you can either request a new Azure
DevOps project within the Azure DevOps organization, or access to an existing Azure DevOps project
with a repository to hold your code, and the ability to create Azure DevOps pipelines. If you already
have an Azure DevOps organization and project, continue to the next subsection, Confirming code
in the dev AML workspace.

We will continue with setting up an Azure DevOps organization through the web portal. An Azure
DevOps organization will host your project, and a project will hold your source code in a repository,
as well as Azure DevOps pipelines for automating your MLOps pipeline.
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If you do not have an Azure DevOps organization, please follow the following steps to create one:

1. Signinto Azure DevOpsathttps://dev.azure.com/.

2. In the left-hand menu, select New organization as shown in the following screenshot:

G Azure DevOps

‘ fabrikamfiberorg
n FabrikamTestProject

Fabrikam-Fiber-Inc

fabrikamprime

3 more organizations

Mew organization

£5% Organization settings

Figure 9.2 - New organization

3. 'This will bring up a new window for getting started with the process of creating an Azure
DevOps organization. Then, click on the Continue button.


https://dev.azure.com/
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4.

G Azure DevOps

Switch directory

Get started with Azure DevOps

Choosing Continue means that you agree to our Terms of
Service, Privacy Statement, and Code of Conduct.

| would like information, tips, and offers about Azure
DevOps and other Microsoft products and services. Privacy

Statement.

Figure 9.3 — Get started with Azure DevOps

This brings you to the next screen for creating your Azure DevOps organization:

G Azure DevOps

Switch directory

Almost done...

Name your Azure DevOps organization

[ dev.azure.com/ mmxdevops ‘

We'll hest your projects in

| Central US v l

Enter the characters you see

New Audio

o

| Dp5LS |

Figure 9.4 — Creating your Azure DevOps organization
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Azure DevOps organizations are required to be unique, so you need to create yours with a name
that has not already been taken. As shown in Figure 9.4, populate the following information:

L Name your organization. A unique organization is required. In the preceding example,
we have opted for mmxdevops.

II.  The location at which to host your projects — we have selected Central US.

III.  Enter the characters you see on the screen — we have typed Dp5Ls for validation.

IV.  Click on the Continue button.

5. The next screen will ask you to fill in the Project name field for where your code and MLOps
pipelines will be held. As shown in Figure 9.5, we have selected a Private project. If you are
working in an organization, you may see an option for an Enterprise project. If this option is
not available to you, create a Private project. Creating a Public project will allow public access

to your project. A private project will give you the ability to add users that you choose to your
project if you would like to share it. Finally, click on the + Create project button.

Create a project to get started

Project name *

‘ mlops o
Visibility

Public & Enterprise Private

Anyone on the internet Members of your Only people you give

can view the project. enterprise can view the access to will be able to

Certain features like project, view this project.

TFVC are not supported.

Public projects are disabled for your organization. You can turn on public visibility with
organization policies.

-+ Create project

Figure 9.5 — Creating an Azure DevOps organization
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6. Now that your project has been created, you will have a place to hold key resources required
for MLOps.

The Azure DevOps project includes the following two key components:
* Repos: A place to store your code
= Pipelines: A place to create your MLOps pipeline automation

We will leverage these as shown in Figure 9.6:

") miops -+
n mlops B Private
& overview

= Summary
BB Dashboards Project stats

B wii
B soaras
Repos
Pipelines
A TestPlans
B Actifacts

k2

(@)

No stats are available at this moment

Setup a service to see project activity.

Welcome to the project!

What service would you like to start with?
Boards Repos Pipelines Test Plans

Artifacts
Members 1

or manage your services @

Figure 9.6 — Creating an Azure DevOps organization

We will explore leveraging both Repos and Pipelines later in the chapter.

Congratulations - you have set up an Azure DevOps organization and project. Now it is time to dig
into creating the repository for holding your code.
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In Figure 9.6, you can see that Repos is one of the menu options. Select this to enter the repository
section of your Azure DevOps project as shown in Figure 9.7:

mlops is empty. Add some code!

Clone to your computer a

SSH | https://mmxdevops@dev.azure.com/mmxdevops/mlops/_git/mlops IIDI OR ] CloneinVSCode Vv

I Generate Git Credentials I

© Having problems authenticating in Git? Be sure to get the latest version Git for Windows or our plugins for IntelliJ, Eclipse, Android Studio or Windows command line.

Push an existing repository from command line

git remote add origin = %)
https://mmxdevops@dev.azure.com/mmxdevops/mlops/_git/mlops

Import a repository

Import

Initialize $main branch with a README or gitignore

Add a README Add a .gitignore: None v Initialize

Figure 9.7 — Empty repository

There are three important items that we will copy and save for future use. Selecting the copy button,
as shown in Figure 9.7 marked as a, will copy the URL to your Git repository. Selecting the Generate
Git Credentials button, marked as b in the figure, will give you a user and password. We will provide
the information to link the code in your AML workspace to your Azure DevOps repository in the
AML terminal.

Tip
At any time, to head to your DevOps Project, you can enter the following URL: https://
dev.azure.com/<organization names/<project names.
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Now that we have copied the URL, the user, and the password for connecting to your Azure DevOps
project, we are ready to review the next requirement for your AML workspace.

Connecting to your AML workspace

In addition to your Azure DevOps organization and project, we will need to connect to your AML
workspace to leverage SDK v2 and the AML CLI v2 to implement an MLOps pipeline, as done in
previous chapters.

In the previous chapter, we cloned the Git repository. If you have not already done so, continue to follow
the steps provided ahead. If you have already cloned the repository, skip ahead to the next section:

1. Open the terminal on your Compute instance. Note that the path will include your user in
the directory. Type the following into the terminal to clone the sample notebooks into your
working directory:

git clone https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git

2. Clicking on the refresh icon will update and refresh the notebooks displayed on your screen.

3. Review the notebooks in your Azure-Machine-Learning-Engineering directory.
This will display the files cloned into your working directory as shown in Figure 9.8:

v &l Chapter09

> B data

[@ Chapter 9 MLOps.ipynb

Figure 9.8 — Azure-Machine-Learning-Engineering directory

Now that your code is in your dev AML environment, you are ready to move your code to your Azure
DevOps repo. At this point, the code required to build your MLOps pipeline is in your AMLS workspace.
In the next subsection, we will move your code from the AML workspace into the DevOps repo in
your Azure DevOps project. This connection will simulate the work a data scientist or MLOps engineer
would do. Write code in your AML workspace, and commit that code to your Azure DevOps repo.

Moving code to the Azure DevOps repo

We already have your code in our first AML workspace, which is referred to as our dev AML workspace.
Now, we will move your code over to our Azure DevOps repo.

241



242 Productionizing Your Workload with MLOps

Navigate to a terminal session in your dev AML workspace:

1.

In your terminal, navigate to your Azure-Machine-Learning-Engineering folder
as follows:

cd Azure-Machine-Learning-Engineering

First, we will need to specify that the directory is safe by typing the following command:

git config --global --add safe.directory '*'

We will want to update your origin, which specifies the remote location your code resides in,
into a repository in your Azure DevOps project. In the following command, we will replace the
URL with that of your Azure DevOps repo. This will be the URL you copied from Figure 9.7.
The command to do this, in general, is the following:

git remote set-url origin https://<organization name>@
dev.azure.com/ <organization name> /<project name>/ git/
mlops

To review that your origin has been set correctly, you can type the following command in
your terminal:

git remote -v

To enable your Git user information to be saved, you can set the following:

git config --global credential.helper store

Next, we will set the Git user information as follows:

git config --global user.email <username from
azuredevOps>

git config --global user.name "Firstname Lastname"

git config --global push.default simple

To push to the origin, which is the repo in your Azure DevOps project, you can type the
following command:

git status
git add -A
git commit -m "updated"

git push origin main
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8.  This will prompt a password, which was provided when you clicked on the credentials for your
Azure DevOps project, referred to in Figure 9.9.

After using the preceding command, the code will now be copied from your AML workspace,
over to the repo in your Azure DevOps project as shown in the following screenshot:

m mlops + ¢ mlops
ﬂ Overview b, Chapter01

b, Chapter02
% Boards
b, Chapter03

epos > Chapter04
Files > Chapter05
SIS > Chapter06
£y Pushes by Chapter07
¥ Branches ; Chapter08
{7 Tags > Chapter09
11 Pull requests ; Chapter10
W ricelines > W Chapter11

| .gitignore

A Test Plans
B Artifacts

Figure 9.9 — Azure DevOps MLOps project

At this stage, you have successfully moved your code over to your Azure DevOps repository. Changes
made to the code on an AML compute resource that are committed to your repository will be reflected
and updated in your Azure DevOps repository.

In the next subsection, we will be setting up variables in Azure Key Vault for each of the AML
workspace environments.
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Setting up variables in Azure Key Vault

When your AML workspace was deployed, Azure Key Vault was also deployed for each of your
workspaces. We will leverage each key vault to store sensitive information related to each workspace
so Azure DevOps can connect and run the AML pipeline and AML CLI v2 commands on an Azure
DevOps build agent. We could have chosen not to leverage the default key vaults deployed with the
AML workspace and spun up two separate key vaults for this task, but given the resources are already
available, we will choose to continue with leveraging the default deployed key vaults. To set up variables
in Azure Key Vault, follow these steps:

1. Head over to the Azure portal by going to https://portal.azure.com/ and locate
your AML workspace. Click on the resource, as shown in the following figure:

Recent Favorite

Mame

z. aml-dev

Figure 9.10 — AML workspace icon in the Azure portal

2. Clicking on the resource, we can see the overview of the AML workspace includes Key
Vault information:

J_/ Download config.json E] Delete

# Essentials

Resource group : aml-dev-rg Studio web URL : https://ml.azure.com/?tid:
Location i Eastus 2

Subscription : MCAPS-Hybrid-REQ-43550-2022-MEGANMASANZ

Subscription ID : b071bca8-0055-439-9ff8-cad%a144c2a6f

Storage : amldev5894561386 MLflow tracking UR! : azureml://eastus2.api.azu

Figure 9.11 - AML workspace overview
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Clicking on the Key Vault name will bring us directly to the Azure key vault, as shown here:

@ amldev1300058136 = «*

Key vault
| P Search | « [ Delete —> Move
. -~
© ovenview A\ Upcoming TLS 1.0,
Activity log
A Essentials
Ao Access control (LAM)
Resource group (move)
¢ Tags .
g Location
&2 Diagnose and solve problems Subscription (move)
Y= Access policies Subscription ID
Events
Objects
Tags (edit)
Keys
[ secrets Get started
b=l certificates

Figure 9.12 — Azure Key Vault overview

3. Currently, you are not authorized to view Secrets, so click on the Access polices menu on the left
as shown in the preceding figure. This will bring up the Access policies options as shown here:

| £ Search | « + create (O Refresh | [E Dele

e . a
&) Overview 3
Access policies enable you to have fine

@ Activity log

l LR Search

pﬂ Access control (JAM)

Showing 1 to 2 of 2 records.
[] Name *

/' APPLICATION

D aml-dev

@ Tags

&P Diagnose and solve problems

feet
|

= Access policies

Events

Objects

Figure 9.13 — Azure Key Vault access policies
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4. Clicking on + Create as shown in Figure 9.14 will present you with options for assigning
permissions. Under Secret permissions, check Get, List, Set, and Delete, and click on Next:

Secret permissions

Secret Management Operations

Select all

Geat

List

Set
Delete
Recowver

Backup

b Bsan

Restore

Figure 9.14 - Setting secret permission options

5. You will then search for yourself either by name or email address to assign yourself the
permissions, as shown in the following figure:

Create an access policy
amldev1300058136

@ Permissions (2] Principal @ Application (optional) @ Review + create

Only 1 principal can be assigned per access policy.
Use the new embedded experience to select a principal. The previous popup experience can be accessed

| J  Search by object ID, name, or email address

Figure 9.15 — Searching by email to assign Azure Key Vault selected permissions
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6. In the text box shown in Figure 9.16, type your email address and find yourself to assign access:

Selected item

@ Megan Masanz

Figure 9.16 — Locating your email address

7. After you have found yourself, select your name, and click on the Next button.

8. You will then be given the option to select an application - do not select anything in the
Application (optional) section and click Next.

Create an access policy
amldev1300058136

o Permissions 0 Principal 9 Application (optional)

Figure 9.17 - Skipping Application (optional)

9. Finally, click on the Create button under the Review + create section.

Create an access policy
amldev1300058136

0 Permissions o Principal o Application (optional) o Review + create

Previous Create

Figure 9.18 - Creating Azure Key Vault permissions
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10. Now that you have permission to view and create secrets, head to the Secrets option in the
left-hand menu:

|'__| Secrets

Figure 9.19 — Secrets option in the left-hand menu

11. Click on the + Generate/Import button, as shown here:

+ Generate/import

Figure 9.20 — Generating a new secret
12. This brings up the screen for Create a secret, as shown in the following figure:

Create a secret

Upload options | Manual N |

Name * (& | |

Secret value * ()

—cem—ooooomnonoo ‘/|

Content type (optional) | |

Set activation date @ l:'

Set expiration date (© l:'

Enabled No )
Tags 0 tags

Figure 9.21 - Create a secret

Populate a secret and click on the Create button for each of the values listed in the following table,
as they will be leveraged by your Azure DevOps pipeline. The table provided here gives you sample
information in the Value column. This sample information should be taken from the overview of your
AML workspace as shown in Figure 9.11, except for the location. Based on where your AML workspace
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is deployed, the location value can be found here - https://github.com/microsoft/
azure-pipelines-extensions/blob/master/docs/authoring/endpoints/
workspace-locations:

Key Vault variable Value
resourceGroup aml-dev-rg
wsName aml-dev
location eastus

Figure 9.22 — Azure key vault variables for the dev Azure key vault

Now that you have set up the Azure key vault for your first AML workspace, we will follow the same
steps 1 to 13 to set up the Azure key vault and values for your second AML workspace. This information
should be taken from the overview of your second ga AML workspace, as shown in Figure 9.11:

Key Vault variable Value
resourceGroup aml-ga-rg
wsName aml-ga
location eastus

Figure 9.23 — Azure key vault variables for the qa Azure key vault

Note

In a real scenario, we would typically see either a non-prod and prod environment, or dev,
ga, and prod. This code can be extended to support n number of environments.

Once you have completed this for both environments, you are ready to move on to the next step -
setting up your environment variable groups.

Setting up environment variable groups

Now that your variables are securely in Azure Key Vault, we will set up variable group to hold your
settings to be leveraged inside your Azure DevOps pipeline. An variable group is a collection of
variables that are leveraged together in an Azure DevOps pipeline task. This means that each task
can use variables that specify whether we are going to the dev environment with the dev service
connection or connecting in the ga environment, leveraging the ga service connection.
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We will be creating two variable groups, devops-variable-group-dev and devops -
variable-group-ga, to simulate moving from one environment to another:

1. From the left-hand menu, select the Pipelines blue rocket icon, and select the Library option
as shown:

f Pipelines

A i Pipelines

Ll Environments
H Releases

I\ Library

[

Task groups

+ Deployment groups

Figure 9.24 - Library option
2. Selecting the Library option, you will be prompted to create a new variable group as shown here:
I

(X)

New variable group

Create groups of variables that you can share
across multiple pipelines.

=+ Variable group

Learn more about variable groups. 2

Figure 9.25 — New variable group
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3. Clicking on the + Variable group button will allow you to create a variable group. The name of
the variable group will be leveraged by the Azure DevOps pipeline, so you will want to name it
devops-variable-group-dev, and enable the Link secrets from an Azure key vault
as variables option, as shown in the following screenshot:

Library > @ devops-variable-group-dev*

Variable group Save QO Security

Properties

Variable group name

devops-variable-group-dev

Description

0 Link secrets from an Azure key vault as variables (@

Azure subscription* | Manage 2

| . V| Authorize | v @]

Click Authorize to configure an Azure service connection. A
new Azure service principal will be created and added to the
Contributor role, having access to all resources in the
selected subscription. To restrict the scope of the service
principal to a specific resource group, see connect to
Microsoft Azure 2

Key vault name * Manage 2

Invalid Value

@ This setting is required.

Figure 9.26 — Variable group creation

4. You will need to click on the Authorize button for your Azure subscription.
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5.  When selecting the Azure key vault to link with your variable group, make sure that you link
the dev key vault with the devops-variable-group-dev variable group, and the ga
key vault with the devops-variable-group-ga variable group.

Azure subscription * | Manage 2
v O
0, Scoped to subscription

Key vault name * Manage 2
amldev1300058136 v O

The specified Azure service connection needs to have "Get, List" secret management
permissions on the selected key vault. Click "Authorize" to enable Azure Pipelines to set
these permissions or manage secret permissions in the Azure portal.

Figure 9.27 — Variable group link to Azure Key Vault

6. After the authorization for the key vault has been completed, click on the + Add icon to add
the secrets from your key vault into your Azure DevOps variable group shown as follows:

Variables

Delete  Secret name Content type Status Expiration date

~+ Add

Figure 9.28 — Adding variables to the Azure DevOps variable group

7. Clicking on the + Add icon, you will be prompted to select secrets from the Azure key vault
you have linked to the variable group, as shown here:
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Choose secrets

Choose secrets to be included in this variable group

Sel...

8 8 8 0O 0O 0O O

Secret name

36d9f560-8df6-4966-a429-8adfech ...

36d9f560-8df6-4966-a429-8adfec61...

36d9f560-8df6-4966-a429-8adfec61...

36d9f560-8df6-4966-a429-Badfec1...

location

resourceGroup

wsName

Content type Status

application/vnd.ms-Stora¢ Enabled
application/vnd.ms-5tora¢ Enabled
application/vnd.ms-Stora¢ Enabled
application/vnd.ms-Storac Enabled
Enabled
Enabled

Enabled

Expiration date
10/15/2024 9:12:22 PM
10/15/2024 9:12:22 PM
10/15/2024 9:12:22 PM
10/15/2024 9:12:22 PM
Never

Never

Never

o

Figure 9.29 - Selecting Azure key vault variables

Select the three variables you populated from Figure 9.22 and Figure 9.23, and click on the Ok
button. Remember, devops-variable-group-dev should be linked to your dev Azure
key vault, and devops-variable-group-ga should be linked to your ga Azure key vault.

Do remember to click on the Save icon for each of your variable groups:

Library > @ devops-variable-group-dev*

Variable group

E save

J Security

Figure 9.30 - Saving an Azure DevOps variable group

At this point, you should ensure you have linked two variable groups, and each variable group
should be linked to the key vault specific to that environment.
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9. Clicking on the Library icon in the left-hand menu within Azure DevOps will bring up Variable
groups that you have populated as shown here:

Library

Variable groups Secure files —+ Variable group v Security @ Help
Name 1% Date modified
fx devops-variable-group-dev just now

fx devops-variable-group-ga just now

Figure 9.31 — Azure DevOps variable groups

Congratulations — you have set up two variable groups pointing to two different key vaults, each
holding information regarding the specific workspace. Note that this is very extensible. Any variable
that holds sensitive information that you would like to pass to your pipeline can leverage a secret in
Key Vault stored in a variable group. Azure Key Vault provides you with the flexibility to have unique
secure information per AML workspace in your MLOps pipeline.

The next Azure DevOps component we will set up is the environment for providing approval for the
model registration and model deployment in the ga AML workspace.

Creating an Azure DevOps environment

In this subsection, we will create an Azure DevOps environment called ga so we can apply governance
to the model deployment in the ga environment. An Azure DevOps environment requires approvers.
We will be able to reference this environment in our Azure DevOps pipeline as we progress to the
ga environment:

1. In the Pipelines section in the left-hand pane in your Azure DevOps project, select the
Environments icon, and select New environment.
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This will pull up a new popup, as shown in this screenshot:

New environment X

Name @

qa

Description ©

Describe the environment

Resource
@® 0t None

t..e! You can add resources later

Figure 9.32 - Azure DevOps environment

2. For the name, type ga, leave Resource set to None, and select the Create button.

3. On the top-right side of the environment, you will see an Add resource button with three dots
next to it, shown in the following figure. Click on the three dots:

W

Figure 9.33 - Add resource
4. Clicking on the three dots, go to Approvals and checks, as shown in the following screenshot:

& Edit
8 Security

E Approvals and checks

il Delete

Figure 9.34 - Approvals and checks
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5. After clicking on the Approvals and checks option, a new screen will be displayed that will
allow you to enter your approvers.

A screen will be displayed, Add your first check, as shown here:

Add your first check

Checks allow you to manage how this resource is used.

Changes made to checks are effective immediately, applicable to all existing and new pipelines.

{0\ Approvals
¥

Approvers should grant approval for deployment

@ Branch control
Allow deployments based on branches linked to the run

. Business Hours

Ensure the deployment is started in a specific time win...
See all

Figure 9.35 - Approvals and checks

6. Select Approvals, which will bring up the Approvals configuration shown here:

Approvals X

Approvers

9 Add users and groups

Instructions to approvers (optional)

Advanced ~

Allow approvers to approve their own runs

Control options ~
Timeout
30 ‘ ‘ Days e

Figure 9.36 - Setting approvers
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7. Add yourself to Approvals, ensure under that Advanced, you have checked Allow approvers
to approve their own runs, and select Create.

Now that you have created your Azure DevOps environment, we are ready to create an Azure DevOps
service connection.

Setting your Azure DevOps service connections

An Azure DevOps service connection uses a service principal to connect and gain access to run code
on your behalf. The service connection will run your Azure DevOps pipeline as the service principal
specified in the service connection. An AML service connection allows you to connect Azure DevOps to
your workspace. This means that we will create two service connections, one for each AML workspace.

There is a special kind of service connection that specifies that it is an ML workspace service connection.
This extension is not required, so if there is an administrator for your Azure DevOps organization,
they can provide you with a service principal and not use this extension, but it is ideal, as it indicates
what the service principal will be leveraged for.

We will begin by installing an AML extension for your Azure DevOps organization. To install this
into your Azure DevOps environment, perform the following steps:

1. Navigate to https://marketplace.visualstudio.com/, and select the Azure
DevOps tab at the top. In the search box, type Azure Machine Learning, asshown in
the following screenshot:

b Visuzl Studio | Marketplace

Visual Studio Visual Studio Code Subscriptions Build your own Publish extensions

Extensions for Azure DevOps
Azure Machine Learning

Featured

Figure 9.37 - Visual Studio Marketplace
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2. This will bring up the AML Azure DevOps extension shown as follows:

Machine Learning
Microsoft Devlabs & 7.8K

Submit experiments from a
DevOps Pipeline, track code
from Azure Repos or GitHub...

L & & & 4 FREE

Figure 9.38 — Azure DevOps ML extension

3. Clicking on the icon shown in Figure 9.38 will bring up detailed information about the extension.

4. Click on the Get it free button to begin the installation process. This will bring you to the next
screen where it is verifying that you have permission to install the extension in your Azure
DevOps organization, as shown in the following screenshot:

@ o

Organization Done
Machine Learning Select an Azure DevOps organization

(

Checking permission and install status for xmlops

Figure 9.39 - Verifying installation permissions
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5. After the permissions have been confirmed, you will be prompted to install for your Azure
DevOps organization, as shown here:

@ o

Organization Done
Machine Learning Select an Azure DevOps organization
xmlops %

Figure 9.40 - Install option

6. Click on the Install button and you will be prompted to head over to your Azure DevOps
organization now that the extension has been installed, as shown in the following screenshot:

io | Marketplace

©

Done

Machine Learning You are all set!

Figure 9.41 - Installation confirmation

7. Click on the Proceed to organization button, as shown in the preceding screenshot. This will
bring you to your Azure DevOps organization.
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8. Then, click on your project inside your Azure DevOps organization as shown in the
following screenshot:

Projects My work items My pull requests

mlops

Figure 9.42 — Azure DevOps project

9. Inside your project, in the left-hand menu, you can see Project settings in the menu. Click on
the Project settings icon.

10. Clicking on Project settings, you will see Service Connections in the menu. Click on the icon
for Service Connections.

11. Click on the Create service connection icon on the top left of your screen; this will bring up
the New service connection window, as shown in the following screenshot:

New service connection Y

Choose a service or connection type

& Search connection types

(O dA Azure Classic
() #& Azure Repos/Team Foundation Server

@ d Azure Resource Manager

Figure 9.43 — New service connection
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12. Click on the Azure Resource Manager option here, scroll to the bottom, and click Next.

This will bring up another screen, as follows:

New Azure service connection %

Azure Resource Manager

Authentication method

@ dlh Service principal (automatic) Recommended
(O 4 Service principal (manual)
() dh Managed identity

(O dA Publish Profile

Meed help choosing a connection type? Back Next

Figure 9.44 — Automatic creation of a service principal

In order to leverage the Service principal (automatic) option, you will be required to have
the authorization in your Azure subscription to create Service Principal instances. If you are
working in an environment where this option is not authorized, you will be able to request a
service principal from your Azure subscription administrator, and they can provide you with the
information required to create a service connection manually. Refer to the following screenshot:
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New Azure service connection X

Azure Resource Manager using managed identity

Environment

| Azure Cloud v

Scope Level

(O Subscription
O Management Group
@ Machine Learning Workspace

Subscription Id

| |

Subseription Id from the publish settings file

Subscription Name

L |

Subscription Name from the publish settings file

Resource Group

| aml-dev-rg ‘
Resource Group for connecting to the endpoint. Refer to link on how to create a
resource group.

ML Workspace Name

| aml-dev |

Machine Leaming Workspace name for connecting to the endpoint. Refer to link on
how to create a ML workspace.

ML Workspace Location

| eastus2

Machine Leaming Workspace location id for connecting to the endpoint. Refer to link to
get the location ids.

Figure 9.45 — Service connection information

13. Populate the information on the screen as shown in Figure 9.45. The Subscription Id, Subscription
Name, Resource Group, and ML Workspace Name information is all available on the AML
resource overview screen shown in Figure 9.11. ML Workspace Location is based on where the
resource is deployed. To confirm that you use the right value, a table is available here: https: //
github.com/microsoft/azure-pipelines-extensions/blob/master/
docs/authoring/endpoints/workspace-locations.

Be sure to check Grant access permission to all pipelines before hitting save on your Azure
service connection.


https://github.com/microsoft/azure-pipelines-extensions/blob/master/docs/authoring/endpoints/workspace-locations
https://github.com/microsoft/azure-pipelines-extensions/blob/master/docs/authoring/endpoints/workspace-locations
https://github.com/microsoft/azure-pipelines-extensions/blob/master/docs/authoring/endpoints/workspace-locations
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The .ym1 file that defines your Azure DevOps pipeline will expect certain values for the service
connection. Create your service connection to the dev environment as am1 -dev, and your service
connection to the ga environment as aml -ga.

Congratulations — you have set up two service connections, one pointing to your dev AML workspace,
and one pointing to your ga AML workspace. We will continue to the next subsection on creating
your Azure DevOps pipeline.

Creating an Azure DevOps pipeline

To setup your Azure DevOps pipeline, we are going to generate some code. Recall that your code is
in your dev AML workspace. In order to walk you through creating the Azure DevOps pipeline, we
have created a sample notebook in Chapter 09, Chapter 9 MLOps.ipynb, shown in the
following screenshot.

Inside your dev instance of your AML workspace, you will see the notebook as follows:

v & Chapter(9
* M data

[& Chapter 9 MLOps.ipynb

Figure 9.46 — Chapter 9 MLOps notebook

Open the notebook and slowly walk yourself through the code, executing each cell and creating the
required files for your MLOps pipeline.

We start with the notebook by connecting to our AML workspace and ensuring our data is ready to be
leveraged by our MLOps pipeline. Often, demos include the data that you are going to be leveraging as
part of the pipeline, but in a real-world pipeline, your data is going to reside somewhere that is not in
your MLOps folder, so we will take the data from the folder and register it if it is not registered already.

We are going to create an AML pipeline, to facilitate that, we create separate folders for each of the
steps in the pipeline. We are going to create a step for data preparation, model training, and model
evaluation. We will leverage our Azure DevOps pipeline to handle the deployment, but we will create a
.yml file definition for the AML pipeline, and we also create a folder to hold that pipeline definition,
as well as a folder to hold our conda environment . ym1 file.

We will create a compute cluster for the AML pipeline to leverage. We could argue that this should
have been included in the MLOps pipeline, but this resource will automatically scale up and down as
required by our pipelines, so we left this resource outside of the Azure DevOps pipeline — however,
you certainly can take this pipeline and extend it to include this functionality.
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After creating the conda . yml file to handle the environment, and a script for each step in the
AML pipeline, we stitch the code together in an AML pipeline job, which was covered in Chapter 7,
Deploying ML Models for Batch Scoring.

Here’s the script for creating the environment for the pipeline to leverage:

%%writefile ./src/conda-yamls/pipeline conda_env.yml
name: job_env
dependencies:
- python=3.10
- scikit-learn=1.1.3
- ipykernel
- matplotlib
- pandas
- pip
- pip:
- azureml-defaults==1.48.0 #needed for the inferece schema
- mlflow<=1.30.0
- azure-ai-ml==1.1.2
- mltable==1.0.0
- azureml-mlflow==1.48.0

Figure 9.47 — conda .yml file for the environment information

Review each step in the pipeline and the code in the notebook of this chapter, as it creates an AML
job pipeline to create a model and register the model.

Note that the first step will expect the raw data parameter that will tell the code where to find the
titanic.csv file. In addition to the source location, the pipeline definition indicates where the data
will be stored. This script is quite helpful in providing a generic solution for your pipeline to leverage
data. Each step within the AML pipeline has a set of defined input and output parameters that are
captured within the pipeline definition .ym1 file,aml_train and eval pipeline.yml, which
the notebook generates in the pipeline directory under src in the chapter folder directory. Reviewing
this code, you can see how the inputs and outputs in the script are specified in the pipe definition:
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%%writefile ./src/pipeline/aml_train_and_eval_pipeline.yml

$schema: https://azuremlschemas.azureedge.net/latest/pipelineJob.schema.json
type: pipeline

display_name: Training_and_eval_pipeline

compute: azureml:cpu-cluster

jobs:
prep_job:
type: command
code: ../prep
command: >-
python prep.py
--raw_data ${{inputs.raw_data}}
--prep_data ${{outputs.prep_data}}
inputs:
raw_data:
type: uri_file
path: azureml:titanic_raw:1
mode: ro_mount
outputs:
prep_data:
type: uri_file
path: azureml://datastores/workspaceblobstore/paths/titanic_prep_data/titanic_prepped.csv
mode: rw_mount
environment:
conda_file: ../conda-yamls/pipeline_conda_env.yml
image: mcr.microsoft.com/azureml/openmpi3.1.2-ubuntul8.04:1latest

Figure 9.48 — AML pipeline definition

Note

Pipeline job definitions include great flexibility. The schema for defining a job can be reviewed
here: https://azuremlschemas.azureedge.net/latest/commandJob.
schema. json.

In the pipeline definition here, we have specified the type for the prep job as command as per the
schema definition. We have specified where the code can be found for the step. For the command itself,
we specify to run Python and provide the file and the parameters that will be passed to the Python
script from our defined inputs and outputs. We can see that the input was defined as ro_mount, or
a read-only mount to the specified file, and the output was defined as rw_mount, or a read-write
mount with a specified file location. In addition, the environment was specified as the conda .yml
file generated, and an Ubuntu image is also specified.

This initial prep job combined witha train jobandaneval job make up the AML pipeline.

Now that we have reviewed the AML pipeline, we will look at the files required for the model deployment
in both the dev and ga environments.
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Note

Managed online endpoint names must be unique in each Azure region.

In addition to the AML pipeline definition, the notebook also generates files for handling the managed
online endpoint deployment. When running the notebook, be sure to update the name value for
create-endpoint.yml and the name value for create-endpoint-dev.yml;inmodel
deployment .yml, provide the endpoint name value as the one you specified in create-
endpoint.yml;andin model deployment-dev.yml, provide the endpoint name value
you specified in the create-endpoint-dev.yml file.

Here is a screenshot of the create-endpoint-dev.yml file:

%%writefile ./src/deploy/create-endpoint-dev.yml

$schema: https://azuremlschemas.azureedge.net/latest/managedOnlineEndpoint.schema.json
name: xmmchapter9titanicendpointdev

auth_mode: key

Figure 9.49 — dev AML workspace managed online endpoint .yml file

This file shown here provides the name and authorization mode that your managed online endpoint
will leverage during deployment in the dev environment. Be sure to update line 3, as the name must
be unique in the Azure region into which the AML workspace is deployed.

The following is a screenshot of the model deployment-dev.yml file used for the deployment
to the managed online endpoint. The endpoint name value here should match the name specified
for the managed online endpoint:

%xwritefile ./src/deploy/model_deployment-dev.yml

$schema: https://azuremlschemas.azureedge.net/latest/managedOnlineDeployment.schema.json
name: green

endpoint_name: xmmchapter9titanicendpointdev

model: azureml:mmchapter9titanic@latest

instance_type: Standard_DS2_v2

instance_count: 1

Figure 9.50 — dev AML workspace deployment to the managed online endpoint yml file

Just as the names should match for the managed online deployment in the dev environment, they
also need to match up in the ga environment.
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Here is a screenshot of the create-endpoint . yml file. This is the file used to create the managed
online endpoint deployment in the ga AML workspace:

%writefile ./src/deploy/create-endpoint.yml

$schema: https://azuremlschemas.azureedge.net/latest/managedOnlineEndpoint.schema.json
name: xmmchapter9titanicendpoint

auth_mode: key

Figure 9.51 — ga AML workspace Managed Online Endpoint .yml file

As shown in the figure here, line 3 includes the name of the endpoint, which must be unique in a
given Azure region. Be sure to select a unique name for your endpoints in the ga environment and
the dev environment.

Here is a screenshot of the model deployment .yml file:

%%writefile ./src/deploy/model_deployment.yml

$schema: https://azuremlschemas.azureedge.net/latest/managedOnlineDeployment.schema.json
name: green

endpoint_name: xmmchapter9titanicendpoint

model: azureml:mmchapter9titanic@latest

instance_type: Standard_DS2_v2

instance_count: 1

Figure 9.52 — ga AML workspace deployment to managed online endpoint yml file

As shown in the figure here, this file will be leveraged for online deployment in the ga environment,
and it will go to endpoint_ name to create a deployment, so be sure to update line 4 in this file to
match up with line 3 in the create-endpoint . yml file.

These files are leveraged within the Azure DevOps pipeline definition, which we will discuss next.
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The following is a snippet of the AzureDevOpsPipeline.yml file that orchestrates the
MLOps pipeline:

%kwritefile ./src/AzureDevOpsPipeline.yml

resources:
containers:
- container: mlops
image: mcr.microsoft.com/mlops/python:latest

pr: none
trigger:
branches:
include:
- main

variables:
- group: devops-variable-group-dev
- group: devops-variable-group-ga
- name: model_name

value: mmchaptergtitanic

- mame: ENDPT_NAME
value: xmmchapter9titanicendpoint

- name: DEV_ENDPT_NAME
value: xmmchapter9titanicendpointdev

pool:
vmImage: ubuntu-latest

stages:
- stage: 'DevRunPipline’

Figure 9.53 — Azure DevOpsPipeline.yml file definition

The AzureDevOpsPipeline.yml file starts by specifying the image that an Azure DevOps
build agent will leverage. The pipeline will trigger when there is a code change to main. The pipeline
is leveraging both devops-variable-group-dev and devops-variable-group-ga,
which we set up earlier.

In this . ym1 file, be sure to update the value for ENDPT NAME to be the value you specified in
create-endpoint.yml and endpoint name in your model deployment .yml files.

Be sure to also update DEV_ENDPT NAME to be the value for the name variable you specified in
your create-endpoint-dev.yml file and the endpoint name model deployment-
dev.yml file.
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The code here shows that in the AzureDevOpsPipeline.yml file, the values that will need to
be replaced for your MLOps deployment:

variables:
- group: devops-variable-group-dev
- group: devops-variable-group-ga
- name: model_name

value: mmchapter9titanic

- name: ENDPT_NAME
value: xmmchapter9titanicendpoint

- name: DEV_ENDPT_NAME
value: xmmchapter9titanicendpointdev

Figure 9.54 — Azure DevOps pipeline variable replacement

The DevOps pipeline is broken into two stages — one stage for the dev environment pipeline run
and model deployment in the dev environment, and the second stage for the model promotion and
deployment into the ga environment.

Inside the Azure DevOps stages, we leverage a set of jobs, which are CLI tasks that leverage v2 of the
AML CLI for retrieving the initial model version in the dev environment, running the AML pipeline,
and then retrieving the final model version. This final model version indicates whether a model should
be registered in the ga environment:

az ml model list -w $(wsName) -g $(resourceGroup) -n $(model
name) --query "[0] .version" -o tsv

The preceding code is retrieved from the first stage and the first step within your Azure DevOps
pipeline. Running this with Azure DevOps, we will retrieve the latest version of the model with the
model name specified by the variable that is defined in your Azure DevOps pipeline as shown in the
figure here. As you can see in the code, not only do we leverage the variable groups but we can also
leverage variables defined directly in an Azure DevOps pipeline, as is the case with the model name
variable. Given this value does not change on the basis of the environment, we have added it to the
pipeline definition itself, but we could have included it in the key vaults and retrieved it through our
Azure DevOps variable groups as well.
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The command run in Azure DevOps is modified slightly when placed into the Azure DevOps pipeline
yml file, shown as follows:

if [[ -z "$(az ml model list -w $(wsName) -g $(resourceGroup) -n $(model_name) --query °[@].version’ -o tsv)" ]]; then
eche "no model was found, set value to @"
echo "##vso[task.setvariable variable=modelversion;isOutput=true]@”
echo "model does not yet exist in this environment, set the value of the model version to 8"
exit @
else
echo "model was found”

echo "##vso[task.setvariable variable=modelversion;isOutput=true]$(az ml model 1list -w $(wsName) -g ${resourceGroup)
exit 8
fi

Figure 9.55 — Checking whether the model exists

Inside our Azure CLI task in the Azure DevOps pipeline, we are checking whether the result of
querying for the model in the workspace comes back as an empty string, and then we set the
modelversion variable to 0; otherwise, we retrieve it and set the modeldeversion variable
in the Azure DevOps pipeline.

This will place the model version into an Azure DevOps variable that can be evaluated later in the
pipeline, by running the following command:

echo 'initial model version's (setversion.modelversion)

After setting the initial model version, we run the AML workspace pipeline from the Azure DevOps
pipeline by leveraging the following code:

az ml job create --file 'Chapter09/src/pipeline/aml train and
eval pipeline.yml' --stream --set settings.force rerun=True

Note that we set force rerun to True here. AML knows the data has not changed, and if the
code has not changed, then it reuses steps instead of rerunning them, which is great in a production
workload. However, in a demo for updating a model, we would like to see the model version consistently
updating, so we have set that value to True.

In the first stage, we check whether the final model version and the initial model version are equal
or not. The code here depicts checking the model version and setting an output variable, runme, to
either true or false:

echo 'initial model version '$(setversion.modelversion)
echo 'final model version '$(setfinalversion.finalmodelversion)
if [[ #(setversion.modelversion) == $(setfinalversion.finalmodelversion) ]]; then
echo "##vso[task.setvariable variable=runme;isOutput=true]false”
exit @
else
echo "deploy updated model™
echo "##vso[task.setvariable variable=runme;isOutput=true]true”

az ml model download -w %(wsName) -g $(resourceGroup) -n $(model name) -v $(setfinalversion.finalmodelversicn)
fi

Figure 9.56 — Checking the model version
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If they are different, then we would like to deploy the new model in the dev environment, and we
deploy the model with the AML CLI command:

az ml online-endpoint create --file 'Chapter09/src/deploy/
create-endpoint-dev.yml' -g $(resourceGroup) -w $(wsName) -n
$ (DEV_ENDPT NAME)

In the code here, we reference the endpoint . yml file, the resource group, the workspace name, and
the endpoint name. After the endpoint is created, we can create an online deployment, as shown here:

az ml online-deployment create --name S$NEW DEPLOYMENT
NAME -f 'Chapter09/src/deploy/model deployment-dev.yml' -g
S (resourceGroup) -w $ (wsName)

Finally, we can update the traffic to the endpoint to be 100% by leveraging the following command:

az ml online-endpoint update -n $DEV_ENDPT NAME --set tags.
prod=$NEW DEPLOYMENT NAME --traffic "$NEW DEPLOYMENT NAME=100"
-g $(resourceGroup) -w $ (wsName)

Note that we are tagging the endpoint with the deployment. By tagging the endpoint, we can quickly see
which deployment is being used by our endpoint. This means the next time a new model is registered,
we can create a new deployment to an existing managed online endpoint, ramp up its traffic, and then
delete the old deployment.

In the Azure DevOps pipeline, before handling the deployment, we check whether an endpoint already
exists with our specified name by leveraging this command:

ENDPOINT EXISTS=$ (az ml online-endpoint list -g
$ (resourceGroup) -w $(wsName) -o tsv --query " [?name=='$SDEV_
ENDPT NAME'] [name]" | wc -1)

Therefore, the second time, the endpoint will exist, and we will not create an endpoint, but we will
still deploy an endpoint.

The second stage in the pipeline is the QAPromoteModel pipeline. It connects to the dev AML
workspace and retrieves the model, downloads it, and then uses it in the ga environment. Once the
model is downloaded onto the Azure DevOps build agent, we can register that in the ga AML workspace:

az ml model create --name $(model name) -v
$ (vardevModelVersion) --path ./$(model name) /$ (model name)
--type mlflow model -g $(resourceGroup) -w $(wsName)
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Once the model is registered in the ga environment, we can check whether a managed online
endpoint exists in the ga environment. If it has not yet been deployed, an online endpoint will be
created leveraging the create-endpoint . yml file through the use of the AML CLI v2 as shown
in the following code:

az ml online-endpoint create --file '$(Pipeline.Workspace)/
drop/Chapter09/src/deploy/create-endpoint.yml' -g
$ (resourceGroup) -w $ (wsName)

If this managed online endpoint does exist, then we will then use az ml online-deployment
to create a deployment in the managed online endpoint to leverage the model. After it is deployed, we
can set the traffic on the managed online endpoint deployment to 100% traffic for our new deployment.

If the model has already been deployed in this environment, there is no need to deploy the managed
online endpoint, but we will want to swap from the previous deployment to our new deployment. This
means we should create a new online deployment, and update a tag on the managed online endpoint
that specifies which deployment is being used. This allows us to consistently create new deployments
and swap from the previous online deployment to our next deployment, updating the traffic and then
deleting the old deployment in the ga environment, as was done in the dev environment.

Once you run your pipelines, you will be able to see the tag information for your managed online
endpoint in the dev or ga environment from its details as shown in this figure.

Tags

prod : deployment1v1670793143

Figure 9.57 - Managed online endpoint tag

Each time this code runs, a new deployment name is generated, leveraging the epoch of the deployment
time. This ensures that we have a unique name for a given deployment. Having this unique name ensures
no conflicts will occur when deploying your online deployment. After the online deployment succeeds,
we update the traffic to the latest online deployment, and then delete the old online deployment. This
figure shows a deployment to a managed online endpoint:
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Traffic allocation

© deploymenti1vi670793143 (100%)

Deployment deploymentlvi670793143

MName
deployment1vi1670793143

Traffic
100%

Scoring script
Auto-generated

Provisioning state
©® Succeeded

Error details
Figure 9.58 - Deployment to a managed online endpoint

Note that in the figure, in the name after deployment, we include the model version number before
v to quickly identify the model version for a given deployment.

Now that you have reviewed the code and executed the notebook, generating the files needed for the
Azure DevOps pipeline, a check-in of your code to the remote origin now pointing to your Azure
DevOps repository will ensure the proper files are in place to create your Azure DevOps pipeline,
which is our next step in the process. To check this code in, you can run the following commands:

git status
git add -A
git commit -m "updated"

git push origin main

Congratulations - your Azure DevOps environment is now linked with your AML workspaces. You
have made it through the required steps for preparing your MLOps environment. You created an
Azure DevOps organization and project. You moved your code into Azure DevOps, set up your Azure
key vault, and linked it to your Azure DevOps variable groups. You also created an Azure DevOps
environment to handle the approval process. You created your Azure DevOps service connections and,
finally, committed the code required to create and run an Azure DevOps pipeline. In the next section,
you will set up your Azure DevOps pipeline, which will trigger running an Azure DevOps pipeline.
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Running an Azu

re DevOps pipeline

We will start this section by creating an Azure DevOps pipeline. Your Azure DevOps pipeline will be
kicked off any time you make a change to your code and push it to the main branch:

1. Inside Azure DevOps on the left-hand pane, select Pipelines and you will see the following screen:

e

()W

Create your first Pipeline

Automate your build and release processes using our wizard, and go from

code to cloud-hosted within minutes.

Create Pipeline

Figure 9.59 — Creating your first Azure DevOps Pipeline

2. Click on the Create Pipeline button to begin the process, which will bring up the following window:

Connect Select Configure

New pipeline

Where is your code?

WeDOd

Azure Repos Git ~ YAML
Free private Git repositories, pull requests, and code search

Bitbucket Cloud ~ YAML
Hosted by Atlassian

GitHub  YAML
Home to the world's largest community of developers

GitHub Enterprise Server = YAML
The self-hosted version of GitHub Enterprise

Other Git
Any generic Git repository

Subversion
Centralized version control by Apache

Use the classic editor to create a pipeline without YAML.

Review

Figure 9.60 — Selecting where your code is located
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3. Inthe previous section, Preparing your MLOps environment, you placed your code into a code
repository in Azure DevOps. Select the Azure Repos Git option from the preceding screenshot
and this will ask you to select your repository, as shown in the following screenshot. Select
your mlops repository here.

-/ Connect Select Configure Review

New pipeline

Select a repository

S Filter by keywords mlops

0 mlops

Figure 9.61 — Selecting your repository

4. Next, select the Existing Azure Pipelines YAML file option to use the pipeline you created by
running your notebook and checking it into your Git repository:

" Connect Vv Select Configure Review

New pipeline

Configure your pipeline

P Python package

Create and test a Python package on multiple Python versions.

ﬂ Python to Linux Web App on Azure
Build your Python project and deploy it to Azure as a Linux Web App.

. Starter pipeline
Start with a minimal pipeline that you can customize to build and deploy your code.

. Existing Azure Pipelines YAML file
Select an Azure Pipelines YAML file in any branch of the repository.

Show more

Figure 9.62 — Configure your pipeline
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5. Selecting this will take you to the next screen, as shown here:

Select an existing YAML file X
Select an Azure Pipelines YAML file in any branch of the
repository.
Branch
| £ main v
Path

N

Select a file from the dropdown or type in the path to your file

mlops 2
Figure 9.63 — Selecting your YAML file

6. In the Path dropdown, navigate to the /Chapter09/src/AzureDevOpsPipeline.yml file as

shown here:
Select an existing YAML file X
Select an Azure Pipelines YAML file in any branch of the
repository.
Branch
& main v
Path
/Chapter09/src/AzureDevOpsPipeline.yml v

Select a file from the dropdown or type in the path to your file
mlops 2

Figure 9.64 — Retrieving the path of AzureDevOpsPipeline.yml file

7. Click on the Continue option after selecting the AzureDevOpsPipeline.yml file. This will
bring up the source code for the Azure DevOps pipeline, as follows:



Running an Azure DevOps pipeline

" Connect + Select +" Configure

MNew pipeline

Review your pipeline YAML

® mlops / Chapter09/src/AzureDevOpsPipelineyml| =5

resources:
containers:
- container: mlops

pr:-none
trigger:
branches:

(=IO e ]

=
5}

include:

-
ey

- -main

image: mcr.microsoft.com/mlops/python:latest

Review

Variables Run W

Show assistant

Figure 9.65 - Retrieving your YAML

In the preceding screenshot, click on the Run button. When this pipeline runs, it will leverage
your service connections. To use your service connections, you will need to provide permission

for them to run.

Click on the View option to provide permission for the first stage to leverage the aml-dev

service connection:
© #20221227.1 - updated

s mlops

Summary

Manually run by@ Megan Masanz

Repository and version Time started and elapsed

Cancel

View 22 changes

Related Tests and coverage

© mlops 3 Just now 20 work items A Get started
¥ main ¢ 35428e75 - £ 0 artifacts
/N This pipeline needs permission to access 3 resources before this run can continue to DevTrainingPipeline View

Stages Jobs

o DevTrainingPipeline O QAPromoteModel

Permission needed

Not started

Figure 9.66 — Providing Azure DevOps with permission
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9. After clicking on the View option, you will provide permission for the pipeline to run. Click
on the Permit button, as shown in the following screenshot:

Waiting for review X

DevTrainingPipeline

Permission & aml-dev
Permission needed Service connection

Figure 9.67 — Permitting the pipeline to use the service connection

10. Provide the appropriate permissions so the pipeline can execute by selecting Permit for each
of the permissions needed as the pipeline progresses.

11. As the pipeline executes, you can see the icons displaying that the workload is progressing, as
shown in the following screenshot:

Stages Jobs

® DevTrainingPipeline O QAPromoteModel
041 completed Tm 52s Mot started
@ TrainingPipeline Tm 52s

Cancel

Figure 9.68 — Pipeline execution
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12. Clicking on the DevTrainingPipeline stage will bring you to the details of the run, as shown here:

& Jobs in run #20221213.5

mlops

DevTrainingPipeline

~ @ TrainingPipeline 2m 17s
Initialize job ds
@ Pre-job: Download se... <1s
o Download secrets: xm... <1s
@ Checkout mlops@main... 7
@ Getlnitial Model Versi... 43¢
° Bash <1s
0 Training Pipeline 1m 13s
O Get Final Model Version
O Check Versions
O Azurecll
O deploydevmodel
O CopyFiles
(O  Publish Artifact: drop
O Post-job: Checkout mlops...
QAPromoteModel

RegisterModel QA

Figure 9.69 - Pipeline details
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13. As the initial pipeline kicks off, the model named mmchapter9titanic may not exist yet,
depending on whether you ran the pipeline from your AML workspace. In this case, inside
Azure DevOps, if you click on the Get Initial Model Version task, you will see the following
error message:

ERROR: (UserError) The specified resource was not found.

Code: UserError

Message: The specified resource was not found.

Exception Details: (ModelNotFound) Model container with name: mmchapterdtitanic not found.
Code: ModelNotFound
Message: Model container with name: mmchapter9titanic not found.

ERROR: (UserError) The specified resource was not found.

Code: UserError

Message: The specified resource was not found.

Exception Details: (ModelNotFound) Model container with name: mmchapterdtitanic not found.
Code: ModelNotFound

Message: Model container with name: mmchapter9titanic not found.

Figure 9.70 - Initial model find

This is correct given the model does not yet exist. In this case, we set the model version to 0
in the pipeline to continue a successful pipeline run.

14. Note that as TrainingPipeline kicks off in Azure DevOps, we can see it running in the dev
instance of your AML workspace as a pipeline as shown in the following screenshot:

l@o titanic_raw
titanic.csv

5:4'. prep_job i
prep_job :

B train_job
train_job

Figure 9.71 — AML pipeline run
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As your Azure DevOps pipeline hits deploydevmodel, if it fails, it will likely be due to
the fact your endpoint name in your region is already taken. If you have a failed task on the
deploydevmodel task, look at the contents of the message in Azure DevOps. It is likely to
say, There is already an endpoint with this name, Endpoint name needs to be unique within
aregion. Try some other name.

If that is the case, update your .ym1 files to leverage a different endpoint name.

After the model deployment completes in the dev environment, the pipeline will request
approval to promote the model to the next environment.

Once the dev stage is complete, approval will be requested, as shown here:

(D 1 approval needs your review before this run can continue to QAPromoteModel

Stages Jobs

] DevTrainingPipeline © aAPromoteModel
1 job completed 17m 53s
B 1 artifact

E 0/1 checks passed

Figure 9.72 — Azure DevOps pipeline request for permission

15. Clicking on QAPromoteModel as shown here will allow us to drill into the QAPromote model
stage to retrieve the pending stage and approve or reject moving the model to the ga environment.

< Jobs in run #20221227.3 U RegisterModelQA

mlops

DevTrainingPipeline

® 1 approval needs your review before this run can continue to QAPromoteModel Review

> @ TrainingPipeline 18m 41s

QAPromoteModel
1 Job is pending...

RegisterModelQA

Figure 9.73 — Pending QA promotion approval
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16. Clicking on the Review button, you will be able to either select Reject or Approve for the
model promotion, as shown here:

Checks and manual validations for %
QAPromoteModel

Timeout in 29d

Waiting
Comment (optional) ‘ Reject Approve
Approval o qa
Waiting Environment

Figure 9.74 - QA promotion approval

Once the QA promotion is approved, the model can be deployed to the ga environment.

& Jobs in run #20221213.4

mlops

DevTrainingPipeline

> @ TrainingPipeline 21m 41s
QAPromoteModel

~ ° RegisterModelQA 11m 45s

Initialize job 65

@ Pre-job: Download secr... 1s

° Download secrets: xm... <15

° Download 2s

@ FowerShell 1s

° downloadmaodel 34s

(/] registermodel as

° deploymodel 10m 37s

Finalize Job <1s

Figure 9.75 — ga environment deployment
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17. As your pipeline runs, you can review the model registered in your dev AML workspace.
As the pipeline executes, head over to your ga AML workspace and you will see a registered
model, shown as follows:

Model List

{- Register ~ () Refresh Delete

L search

Showing 1-8 of & models
Mame

mmchapterStitanic

Figure 9.76 — Registered model for the ga environment
18. In addition to the registered model, you can review your managed online endpoint, as follows:
Endpoints

Real-time endpoints Batch endpoints

[ Create ()} Refresh Delete B Edit

Showing 1-1 endpoints
MName

xmmchapterdtitanicendpoint

Figure 9.77 - Deployed online endpoint for the ga environment
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19. The figure here demonstrates reviewing the managed online endpoint in the ga environment.
Clicking on the name on the screen provides you with detailed information about the managed
online endpoint.

Inside the managed online endpoint, you will see the deployed instance of your model as
shown here:

xmmchapter9titanicendpoint

Details Test Consume  Monitoring Deployment logs

Attributes Deployment summary

Service ID Traffic allocation
xmmchapterStitanicendpoint © deployment29v1670970880 (100%)
Description

N Deployment deployment29v1670970880
Provisioning state

Succeeded

Name
Error details deployment29v1670970880
- Traffic
Compute type 100%
Managed
Scoring script
Created by Auto-generated

7adc76ce-375d-41f5-b35¢c-dad1d7861158
Provisioning state
Created on © Succeeded

Figure 9.78 - Managed online endpoint deployment in a ga environment

20. The deployment name is based on the epoch. Each time a model is deployed in the ga AML
workspace, it checked the tag property:

Tags

prod : deployment29v 1670970880

Figure 9.79 — Tag property of the managed online endpoint

Provided there is a model deployed, it creates a new deployment, updates the tag, and deletes the
old deployment. This ensures that users will experience minimal interruption as the new endpoint
is deployed.



Summary

In this chapter, you set up your MLOps pipeline by leveraging Azure DevOps to automate the
orchestration of data preparation, model development, and model evaluation and registration; deploying
the model by leveraging blue/green deployments; and promoting it from one environment to the next.

You are encouraged to leverage your dev AML workspace, make code modifications and review the
process of your Azure DevOps pipeline, kick off your dev AML workspace pipeline, register the
model in the ga environment, and update the managed online endpoints. Now that you have deployed
managed online endpoints through an MLOps pipeline, take caution, as the endpoints are leveraging
compute. You should delete the endpoints when you are not using them to keep your costs down.
Congratulations — you have successfully implemented an MLOps pipeline!

Summary

In this chapter, the focus was on deploying your model as a managed online endpoint to support
real-time inferencing use cases in an automated fashion.

This chapter brought together the concepts that you learned about in previous chapters, as well as
introducing you to Azure DevOps and the orchestration it makes possible. Leveraging Azure DevOps,
code and deployments are traceable. Azure DevOps pipelines automate triggering the orchestration of
the dev environment pipeline, moving the registered model to the higher environment. Leveraging
Azure Key Vault, we can securely hold information to support multiple environments, linking those
to your Azure DevOps environment groups. With MLflow integration, metrics are captured for the
model generated in the dev environment, and that model number is registered in a higher environment
and then added to the managed online endpoint. We implemented an MLOps pipeline to automate
data transformation, model creation, evaluation, and model deployment.

In the next chapter, we will explore leveraging Deep Learning in your AML workspace. This will be
a guide to leveraging object detection with AutoML to solve your object detection objectives.

Further reading

As mentioned, in this chapter, we tried to provide a basis for creating your own MLOps pipeline. We
encourage you to check out two additional resources for building your MLOps pipelines with AML:

¢ https://github.com/Azure/mlops-v2

¢ https://github.com/microsoft/MLOpsPython
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Part 3:
Productionizing Your Workload
with MLOps

In this section, readers will learn how to integrate AMLS jobs with Azure DevOps and Github to
achieve an MLOps solution.

This section has the following chapters:

o Chapter 10, Using Deep Learning in Azure Machine Learning
o Chapter 11, Using Distributed Training in AMLS






10

Using Deep Learning in Azure
Machine Learning

Deep learning is a subclass of machine learning. It is based on artificial neural networks, a programming
paradigm inspired by the human biological nervous system, and it enables a computer to learn from
a very large amount of observational data.

There are some machine learning problems — such as image recognition, image classification, object
detection, speech recognition, and natural language processing - that traditional machine learning
techniques do not provide performant solutions for, whereas deep learning techniques do. This chapter
will show you the deep learning capabilities available within AML that you can use to solve some of
the previously mentioned problems.

In this chapter, we will cover the following topics:

o Labeling image data for training an object detection model by using the AML Data Labeling feature
o Training an object detection model using Azure AutoML

o Deploying an object detection model to an online endpoint using the AML Python SDK

Technical requirements
To access your workspace, recall the steps from the previous chapter:

1. Gotohttps://ml.azure.com.
2. Select your workspace name.

3. On the workspace user interface on the left side, click Compute.


https://ml.azure.com
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4. On the Compute screen, select your compute instance and select Start:

-+ New () Refresh| (®) Start Stop Restart [i] Dele
L Search

® Name w State

® amldevcomp © Stopped

Figure 10.1 — Start compute

5. Your compute instance status will change from Stopped to Starting.

6. Inthe previous chapter, we cloned the Git repository; if you have not already done so, continue
to follow these steps. If you have already cloned the repository, skip to step 7.

7. Open the terminal on your compute instance. Note the path will include your user in the directory.
Type the following into the terminal to clone the sample notebooks into your working directory:

git clone https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git

8. Clicking on the refresh icon shown in Figure 10.2 will update and refresh the notebooks

displayed on your screen:

Figure 10.2 — Refresh icon

9. Review the notebooks in your Azure-Machine-Learning-Engineering directory.
This will display the files cloned into your working directory, as shown in Figure 10.3:
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v &I Azure-Machine-Learning-Engineering
Chapter01
Chapter02
Chapter03
Chapter04
Chapter05
Chapter06
Chapter07

Chapter08

N N Y N N VRV
iR R R R R R R LR

Chapter09

0

<

Chapter10

> Ml images
[o deploying_object_detection_model.ipynb
ML info.md

> #  Chapterii

Figure 10.3 — Azure-Machine-Learning-Engineering

Labeling image data using the Data Labeling feature of
Azure Machine Learning

In the field of computer vision, object detection is a challenging task for predicting the location of
objects in an image and predicting the object types. Just like any other supervised machine learning
task, in order to train an object detection model, we need to have training data and, in this case, a lot
of labeled data, as deep learning works best on a large labeled dataset. Data scientists who develop
computer vision models know how tedious and time-consuming it can be to label images, and even more
time-consuming when it comes to labeling images for object detection models. The Azure Machine
Learning (Azure ML) service has a powerful feature called Data Labeling, which significantly enhances
the user experience for image labeling, leveraging built-in capabilities such as ML-assisted labeling by
automatically training a model to pre-label images for you to review, accelerating the labeling process.
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In this section, you will learn how to label your images for training an object detection model by
leveraging the Data Labeling feature of Azure ML by following these steps:

1. Gotothe chapter 10 folder of the cloned repository of this book that you have been
using. You will see the images folder, which has two subfolders: train and test. You will
be using the images in the t rain folder in the next step. Please note that these images were
cloned to our repository from the public repository hosted at https://github.com/
EdjeElectronics/TensorFlow-Object-Detection-API-Tutorial-Train-
Multiple-Objects-Windows-10.

2. Navigate to the Azure ML workspace and select Data Labeling from the left menu bar and
then click Add project, as shown in Figure 10.4:

= Microsoft > aml2-ws > Data Labeling > Create project

© Microsoft
@ Project details Project details
New
(@ New feature: To make labeling faster, we've added a new feature to train an ML model while you label. This feature currently supports image or text classification and ima... ¥ X
@ Home )
Add workforce (optional) Project name *
Author ‘
] Notebooks
Field cannot be blank
£ Automated ML Select or create data
&% Designer Media type *
ey Incremental refresh (optional) (@ Image (O Text
S Data
K Jobs Labeling task type *
Label categories ®
B5 Components 9 = @@
. Lo | Alko 14ll&
E Pipelines N
Image Image Object Instance
£ Environments Labeling instructions (optional) Classification Classification Identification Segmentation
Multi-class Multi-label (Bounding Box) (Polygon)
@ Models
©> Endpoints ML assisted labeling (optional) Apply only a single class from a set of classes to an image
Manage
aneoe Learn more 2
& Compute

o Linked Services

Data Labeling

Back Next Cancel

Figure 10.4 - Creating a new Data Labeling project

3. Go ahead and give your project a name, then select Image for Media type and Object
Identification (Bounding Box) for Labeling task type, and click Next, as shown in Figure 10.5:


https://github.com/EdjeElectronics/TensorFlow-Object-Detection-API-Tutorial-Train-Multiple-Objects-Windows-10
https://github.com/EdjeElectronics/TensorFlow-Object-Detection-API-Tutorial-Train-Multiple-Objects-Windows-10
https://github.com/EdjeElectronics/TensorFlow-Object-Detection-API-Tutorial-Train-Multiple-Objects-Windows-10
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Project details

(© New feature: To make labeling faster, we've added a new feature to train an ML model while you label. This feature currently supports image or text classification and ima... ¥ X

Project name *

‘ playing_cards

Media type *

@ Image O Text

Labeling task type *

b Ade W BH

Image Image Object Instance
Classificati Classificati Identification Segmentation
Multi-class Multi-label (Bounding Box) (Polygon)

Assign a class and a bounding box to each object within an image

Learn more (3

v =N

Figure 10.5 - Filling out the project details

4. You can skip the next step and go to Select or create data and click Create to create your
dataset. Pick a name and type in a description for your image data asset and then click Next,
as shown in Figure 10.6:

Create data asset

@ Datatype Set the name and type for your data asset
Name * @
Data source playing-cards-images
Description

Data asset description

Type * ©

File v

Back Next

Figure 10.6 — Creating an image data asset
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5. Select From local files, as shown in Figure 10.7:
Create data asset

@ Data type Choose a source for your data asset
Choose the data source you want to create your asset from. A data source can be from a local storage location on your computer, from an attached datastore, from
publicly available web location.

® Data source

@._, From Azure storage From local files

Storage type Create a data asset from registered data storage services including Azure Create a data asset by uploading files from your local drive.
Blob Storage, Azure file share, and Azure Data Lake.

File or folder selection
Review
Figure 10.7 — Selecting the image data source
6. Select a datastore for uploading your images, as shown in Figure 10.8:

Create data asset

@ Datatype Select a datastore
| Choose a storage type and a datastore from the list. You can also create a new datastore.
Q Data source Datastore type *
| ‘ Azure Blob Storage v ‘ ® Create new datastore
@ Storage type
‘ L Search datastore ‘
File or folder selection Name | Storage name
(] workspaceblobstore aml2ws3327085631
Review
workspaceartifactstore aml2ws3327085631

Figure 10.8 — Selecting the storage type and the datastore for your images
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7. Click Upload, navigate to the t rain folder from step 1, select all the images as shown in

Figure 10.9, and click Next:

Create data asset

Choose files or folders to upload from your local drive. If you upload multiple folders or files, they will be stored

azu reml://’subscriptions_/resourcegmups/amIfVZf book/work... | [

@ Data type Choose a file or folder
‘ in a containing folder.
@ Data source
‘ Upload path
@ Storage type
| .
@ File or folder selection
D Overwrite if already exists
Review Upload list

train/cam_image1.jpg

train/cam_image10.jpg

train/cam_image11.jpg

train/cam_image12.jpg

Back

>

@ 40.98 KB/40.98 KB
© 210.93 KB/210.93 KB
© 24679 KB/246.79 KB

© 248.59 KB/248.59 KB

< Prev Next >

(' Uploaded (23/296)...

Figure 10.9 — Uploading image files from your local drive

8. Review the details for your image data asset and click Create.
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9. In this step, you need to add labels for each object found in the images, which in this case will
be Two, Three, Four, and so on up to Ten, as well as Soldier, Queen, and King, as
shown in Figure 10.10. Then click Next:

Microsoft > aml2-ws > Data Labeling > Create project

Project details Label categories

Enter a hierarchy of labels. You can group labels into categories and add subclasses for each label category.

Add workforce (optional)
—+ Add label category Expand all [ Collapse all [E Bulk edit

Incremental refresh (optional)

i — T

e — 0 —0—0—o0

Label categories

R

Labeling instructions (optional)

e m+s

ML assisted labeling (optional)

s mes

e NN

Figure 10.10 - Adding labels for the objects in all images

10. You can skip Labeling instructions (optional) and go to ML assisted labeling (optional).
Make sure ML assisted labeling (optional) is enabled, as shown in Figure 10.11, and then
click Create project:
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Microsoft > aml2-ws > Data labeling > Create project

@ Project details ML assisted labeling (optional)

| (@ Message: ML assisted labeling uses Azure Machine Learing compute for model training and inferencing. By enabling ML assisted labeling, you acknowledge that youwi.. ¥ X

@ Add worldorce (optional) Accelerate your labeling project by enabling ML assisted labeling, which trains a model to pre-label data
| for your labelers to review.

@D Enable ML assisted labeling
@ Select or create data

| Compute target *

@ Incremental refresh (optional) (®) Use default O customize

| This option will use the default labeling compute cluster if it already exists, or else create a default
compute cluster to use ML assisted labeling. You can also select or create a custom compute cluster by

@ Label categories choosing the Customize option.

@ Labeling instructions (optional)

@® ML assisted labeling (optional)

= =

Figure 10.11 - Reviewing and creating the data labeling project

11. Click on the project you just created from the project list, as shown in Figure 10.12:

Microsoft > aml2-ws > Data Labeling
(@ success: playing-cards data labeling project created successfully. Project is initializing.

Data Labeling

+ Add project (D Refresh [i] Delete start (D) Pause [ Edit columns %) Reset view

‘ O Search ‘ 7 Allfilters Clear all
Showing 1-2 projects Page size

Project name w Label data Progress Type State Created on |
o playing-cards 0/296 Object Identification (Bounding Box) Running Nov 17,2022 4

Figure 10.12 — Data labeling project list
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12. You can see the dashboard with the different options that the Data Labeling feature gives you
to assist with the labeling process. Go ahead and click on Label data near the top, as shown
in Figure 10.13:
Microsoft > aml2-ws > Data Labeling > playing-cards
playing-cards © Running ¢

() Refresh (D Pause Export Label data

Dashboard ~ Data  Details Insights

Progress Label class distribution © Labeler performance ©

0/ 296 assets labeled (0.00%)

Completed: 0
Skipped: 0

Submit labels to see label class distribution Submit labels to see labeler performance

Task queue ©

Manual Prelabeled

225 00

" Incomplete: 296

@ Completed @ Skipped @ Incomplete

Figure 10.13 - Data labeling dashboard

13. In this step, you will start labeling the images by drawing bounding boxes around objects found
in the images and assigning labels associated with them, as shown in Figure 10.14:
Microsoft > aml2-ws > Datalabeling > playing-cards > Label

playing-cards Tasks remaining

Tags Shortcut Keys
Instructions Tasks

[ L Search tags

B s B 100% @ O
O1Bwo 0%
O 2 B Three 0
O 3 Wrour 0
O 4 Wrive 0%
O 5 Bsix 0
o ; ; O 6 M seven 0%
Or7 Eight 0%
O & W Nine 0%
O9Wen 1%
O W soldier 0%
Q@ Hoaeen 1%
O King 2%

< Previous > Next > Resume labeling m

Figure 10.14 - Drawing bounding boxes around the objects and assigning them labels
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14. Once enough images have been labeled, ML-assisted labeling will start, and you will see that the
next images are pre-labeled for you to quickly review the bounding boxes around the objects
and their labels. After you are done labeling all the images, you will see the summary of your

labeled data, such as Label class distribution and so on, as shown in Figure 10.15:

Microsoft > aml2-ws > Data Labeling > playing_cards
playing_cards © Rumning %t

() Refresh (1) Pause ¢ Export Label data

Dashboard  Data  Details  Insights

Progress
45 / 45 assets labeled (100.00%)

Skipped: 0 3\

Incomplete: 0 —

k

® Completed @ Skipped @ Incomplete

Completed: 45

Label class distribution @

>IE
=
Q

ce

Soldier

Nine

c
[
[]
=l

Task queue ©

Manual

0

Figure 10.15 — Label class distribution

Prelabeled
00

21/95 (22.11%)

19/95 (20%)

18/95 (18.95%)

18/95 (18.95%)

12/95 (12.63%)
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15. Next, click Export and select Labeled for Asset type and Azure ML dataset for Export format,
as shown in Figure 10.16:

Export data X
Asset type

‘ Labeled ~ ‘
Export format:

‘ Azure ML dataset ~ ‘

Include these additional details in the export output

D Labeler details (labeler name and labeling time)

Filter by

Label submission start date

‘ 11/15/2022 ‘

Label submission end date

‘ 11/17/2022 ‘

Figure 10.16 — Exporting your label image data

16. You should see a message indicating that your data was exported successfully, as shown in
Figure 10.17:

Microsoft > aml2-ws > Data labeling > playing cards
playing_cards © Rumning %

() Refresh (1) Pause Export [# Label data

@ Labels successfully exported: Data was exported to dataset: playing_cards_20221117_234809

Figure 10.17 - Labeled data exported successfully

In this section, you learned how to leverage Azure ML-assisted labeling to accelerate the labeling of
your images for training an object detection model, which we will train in the next section.
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Training an object detection model using Azure AutoML

In this section, we will show you how to use Azure Automated Machine Learning (AutoML) to train

an object detection model by following these steps:

1. Click on Automated ML from the left navigation bar and then click New Automated ML job.

Microsoft

New
@ Home
Author
[E]' Notebooks
% Automated ML
&% Designer
Assets
5 Data
A Jobs
B Components
£ Pipelines
B Environments
@ Models
$> Endpoints
Manage
= Compute
o Linked Services
Data Labeling

Microsoft > aml2-ws > Automated ML > Start job

Create a new Automated ML job

@ Select data asset Select data asset

Select an input data asset from the list below, or create a new data asset. AutomatedML currently only supports tabular data for

authoring jobs.

Configure job

P search
Select task and settings

Showing 1-1 of 1 data assets
Hyperparameter configuration Name
(Computer Vision only)

©  playing_cards_20221117_234809

Validate and test

Back Next

+ Create O Refresh | @D Show supported data assets only

Name: playing_cards 2022117234809 X Allfilters X Clear all

Page size: | 25

Dataset type Created on . Modified on

Tabular Nov 17, 2022 6:48 PM Nov 17, 2022 6:48 PM

Cancel

Figure 10.18 — Creating a new Automated ML job

2. Select the image data asset that you created in the last section and click Next.

3. In this step, you will configure the training job, as shown in Figure 10.19. The first thing to
notice is that AutoML has automatically set the task type to Object Detection based on the
selected dataset. Since you don't have an existing experiment, select Create new to create a new
experiment and call it playing cards experiment. For Target column, select label
(List), and for the compute type, select Compute cluster. Since you do not have a GPU cluster
(which is needed for deep learning tasks such as object detection), you will need to create one
by selecting + New and following the steps in the cluster creation wizard. Once your GPU
compute cluster is created, it can be selected, and then you can click Next:

301



302

Using Deep Learning in Azure Machine Learning

Microsoft > aml2-ws > Automated ML > Startjob

9 Microsoft .
Create a new Automated ML job

Llew Task type

@ Home @ Select data asset

R Object Detection
uthor
c c@ C& Assign a class and a bounding box to each object within an e
Notebooks - -
oteboo @ Configure job image.

4% Automated ML

E Designer Experiment name
Select task and settings

Assets O Select existing @ Create new
& Data New experiment name * @
A Jobs Hyperparameter configuration ‘ playing_cards_experiment ‘

B G " (Computer Vision only)
omponents

Target column * @

%% Pipelines
label (List) N ‘

£ Environments Validate and test
@ Models Select compute type
[ Endpoints ‘ Compute cluster v ‘

o aog Select Azure ML compute cluster *
& Compute | gpu-cluster > |
o Linked Services + New (O Refresh computes

[Z Data Labeling

| Back ‘ Next

Figure 10.19 - Configuring the object detection job

4. You can leave the default values that are selected for the algorithm details and the hyperparameter
tuning settings, as shown in Figure 10.20, and then click Next:
Microsoft > aml2-ws > Automated ML > Start job

Create a new Automated ML job

Model algorithm 3]

Select data asset
yolovs v

+ Add new hyperparameter

~+ Add new model algorithm

Select task and settings Tuning settings

(]
@ Configure job
(]

Sampling * ©

[ 7]

(Computer Vision only)

Iterations * O

K |
Validate and test

Early stopping (O

‘ Select or search by name v ‘

Concurrent iterations (D

‘ Concurrent iterations ‘

| Back Next

Figure 10.20 - Selecting the model and configuring the hyperparameter tuning
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5. In this final step, you will set your validation type. We will again keep the default selected
value, which is Auto, as shown in Figure 10.21. Then, click Finish to start the model training:

Microsoft > aml2-ws > Automated ML > Start job

Create a new Automated ML job

@ Select data asset Select the validation and test type
You can choose a validation type and select a test data asset as an optional step. Providing your own validation and test data

| assets are currently preview features

@ Configure job Validation type (D
| Auto ~
& Select task and settings Test data asset (preview) (@
v

| No test data asset required

) Hyperparameter configuration
(Computer Vision only)

@ \Validate and test

| N

Figure 10.21 - Selecting the validation type
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6. Depending on the size of your dataset, it can take anywhere between 15 minutes to a couple
of hours for the model training to complete. Once the training job is completed, you can see
it under Recent Automated ML jobs, as shown in Figure 10.22:

Microsoft Azure Machine Learning Studio P Search within your workspace (preview) This workspace .

= Microsoft > aml2-ws > Automated ML

O Microsoft Automated ML
Let Automated ML train and find the best model based on your data without writing a single line of code. Learn more about Auto
New
@ Home + New Automated MLjob () Refresh
Author
[El Notebooks Recent Automated ML jobs
/% Automated ML
Display name hx¢ Experiment Status  Created on
&8 Designer
Assets gentle_pot_6qg53s2p playing_cards_experiment @ Com Nov 17,2022 11:43 PM
(i
% Data keen_bucket_n5qvntgd playing_cards_experiment @ Com Nov 17,2022 11:25 PM
L Jobs
g busy_squash_0kszyfd3 playingcards_model @ Com Nov 16, 2022 10:18 PM
HS Components
P Pipelines purple_owl_y8h03dyj playingcards_model @ Com Nov 15,2022 11:36 PM
B Environments . . .
lemon_carpet_jmz4sj1t labeling_Training_edfOcaf5 @ Com Nov 14, 2022 5:42 PM
@ Models
jolly_kite_dnnminf5 test Com Jul 26, 2022 2:43 PM
%> Endpoints Jely °
Manage
2 Compute

Documentation
o Linked Services

[ Data Labeling A Concept: What is Automated ML?

Figure 10.22 - Automated ML jobs

7. Select your latest run to see some statistics, such as Best model summary, Primary metric,
Algorithm name, and Duration, as shown in Figure 10.23:
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Microsoft > aml2-ws > Automated ML > playing_cards_experiment > gentle_pot 6qq53s2p

9

entle_pot_6qq53s2p ¢ ¢ @ Completed

Overview Data guardrails Models  Outputs + logs Child jobs

(D Refresh  (® Edit and submit (preview)

|- Register model

Cancel [i] Delete

| g Compare (preview)

Properties Inputs

Status Input name: training_data

@ Completed Dataset: cards_20221118_042446:1 3
Created on Input name: validation_data

Nov 17, 2022 11:43 PM

Start time
Nov 17, 2022 11:43 PM

Duration
13m 7.017s

Compute duration
13m 7.018s

Compute target
DeflLabelNC6

Name
AutoML_ada7f120-62e2-46fd-8ef7-59cae 1106262

Script name

Dataset: playing-cards2_20221118_041444:1 (3

Outputs

Output name: best_model
Model: azureml_AutoML_ada7f120-62e2-46fd-8ef7-
59cae1106262_HD_0_output_mlflow_log_model_813034605:1

Best model summary

Algorithm name
yolov5

Primary metric
0.87500 i= View all other metrics

Sampling

Figure 10.23 — Completed Automated ML job

In this section, you learned how to leverage Azure AutoML to train an object detection model using the
image data that you had labeled by leveraging another tool called Data Labeling. In the next section,
you will learn how to deploy the trained model to a managed online endpoint for consumption by
client applications.

Deploying the object detection model to an online
endpoint using the Azure ML Python SDK

Just like any other ML model, a deep learning model is not useful unless it is deployed and consumers
can send data for inference. In our case, it would be sending image data and getting results back
containing object types and locations within the raw image.

In this section, we will show you how to use the Azure ML Python SDK to register your previously
trained model and deploy it to an online endpoint for real-time inference by following these steps:

1. Openthe chapter 10 notebook, which is inside the repository that you cloned by following
the steps in the Technical requirements section of the chapter. Please note that our repository for
this chapter uses most of the code from the original repository hosted at ht tps: //github.
com/Azure/azureml -examples.
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H

2. 'The first couple of cells import the required libraries and connect your notebook to the Azure
ML workspace, as shown in Figure 10.24:

M # Import required Libraries
from azure.identity impert DefaultAzureCredential
from azure.ai.ml import MLClient

from azure.ai.ml.automl import SearchSpace, ObjectDetectionPrimaryMetrics
from azure.ai.ml.sweep import (

Choice,

Uniform,

BanditPolicy,

)

from azure.ai.ml import automl

M credential = DefaultAzureCredential()
ml_client = None
try:
ml_client = MLClient.from_config(credential)
except Exception as ex:
print(ex)
# Enter details of your AML workspace
subscription_id = "XxXx"
resource_group = "XxX{x"
workspace "aml2-ws™
ml_client = MLClient(credential, subscriptiocn_id, resource_group, workspace)

Found the config file in: /config.json

Figure 10.24 — Importing the required libraries and connecting to the Azure ML workspace

3. You are going to use the MLflow library (in particular, the MLflow client) to access the models
and other artifacts generated by AutoML. The next couple of cells show how to install the latest
version of the MLflow packages, how to obtain the URI for the MLflow tracking server, and
how to initialize the MLflow client, as shown in Figure 10.25:

Ipip install azureml-mlflow
Ipip install mlflow

import mlflow

# Obtain the tracking URL from MLClient
MLFLOW_TRACKING _URI = ml_client.workspaces.get(

name=ml_client.workspace_name
}.mlflow_tracking_uri

print(MLFLOW_TRACKING_URI)

azureml://eastus.api.azureml.ms/mlflow/v1.8/subscriptions/dcfc2@6a-283b-4c@@-a236-bdf576a37896/resourceGroups/aml-v2-book/pr
oviders/Microsoft.MachinelearningServices/workspaces/aml2-ws

# Set the MLFIOW TRACKING URT
mlflow.set_ tracking_uri(MLFLOW_TRACKING_URI)

print("\nCurrent tracking uri: {}".format(mlflow.get_tracking_uri()))

Current tracking uri: azureml://eastus.api.azureml.ms/mlflow/v1.®/subscriptions/dcfc286a-203b-4c00-a236-bdf576a37896/resourc
eGroups/aml-v2-book/providers/Microsoft.MachinelearningServices/workspaces/aml2-ws

from mlflow.tracking.client import MlflowClient

# Initialize MLFlow client
mlflow_client = MlflowClient()

Figure 10.25 - Setting up the MLflow client to access the AutoML-trained model
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4. Go to the Azure ML workspace and click on the Automated ML tab from the left navigation
bar. Then, click on the latest job to see the job details and make a note of the job name, which
isAutoML_ada7f120-62e2-46fd-8ef7-59caell106262, as shown in Figure 10.26.
We will use the job name in the next step:

Microsoft > aml2-ws > Automated ML > playing cards experiment > gentle_pot 6qq53s2p

9 Mi ft
erese gentle_pot_6qq53s2p & ¢ @ Completed
New Overview Data guardrails Models  Outputs + logs Child jobs
M Home
ruth () Refresh (®) Edit and submit (preview) - Register model Cancel Ti] Delete
uthor
El Notebooks
4% Automated ML Properties
&% Designer Status
@ Completed
Assets
Created on
B2 Data
e Nov 17, 2022 11:43 PM
A Jobs
. Start time
BS Components Nov 17, 2022 11:43 PM
¥ Pipelines Duration
13m 7.017s

E. Environments

@ Models Compute duration
13m 7.018s
> Endpoints
Manage Compute target
DefLabelNC6
& Compute
Name

P Linked Services

[ Data Labeling

AutoML_ada7f120-62e2-46fd-8ef7-59cae 1106262

Script name

Figure 10.26 — Getting the AutoML job name

307



308 Using Deep Learning in Azure Machine Learning

5. Now that we have the AutoML job name, we can get the AutoML best model ID, as shown in
Figure 10.27. This will be used in a later step to retrieve the actual trained model:

# Get the AutoML parent Job

job_name = “AutoML_ada7f120-62e2-46fd-8ef7-59caelldb262”

mlflow_parent_run = mlflow_client.get_run(job_name)

print("Parent Run: ™)
print(mlflow_parent_run)

# Print parent run tags. ‘automl_best_child _run_id' tag should be there.
print(mlflow_parent_run.data.tags)

# Get the best model 's child run

best_child_run_id = mlflow_parent_run.data.tags["automl_best_child_run_id"]
print("Found best child run id: ", best_child_run_id)

best_run = mlflow_client.get_run(best_child_run_id)

print("Best child run: ")
print(best_run)

Figure 10.27 — Getting the AutoML best model ID

6. The next cell creates a local folder and downloads the best model and its artifacts into this
folder, as shown in Figure 10.28:

M # Create Llocal folder
local_dir = "./artifact_downloads™
if not os.path.exists(local_dir):
os.mkdir(local_dir)

M # Download run's artifacts/outputs
local_path = mlflow_client.download_artifacts(
best_run.info.run_id, "outputs", local_dir
)

print("Artifacts downloaded in: {}".format(local_path))
print("Artifacts: {}".format(os.listdir(local_path)))

M import os

# Show the contents of the MLFlow model folder
os.listdir("./artifact_downloads/outputs/mlflow-model™)

]: ['artifacts’,
'conda.yaml',
'MLmodel",
'python_env.yaml',
'python_model.pkl',
'requirements.txt’']

Figure 10.28 - Downloading the best model in a local folder
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7. The next cell creates a managed online endpoint for the model to be invoked from, as shown
in Figure 10.29:

M # import required Libraries
from azure.ai.ml.entities import (
ManagedOnlineEndpoint,
ManagedOnlineDeployment,

Model,
Environment,
CodeConfiguration,
ProbeSettings,
)
M # Creating a unique endpoint name with current datetime to avoid conflicts
import datetime
online_endpoint_name = "playing-cards-" + datetime.datetime.now().strftime(
" %om%d%H%MIE "
)

# create an online endpoint

endpoint = ManagedOnlineEndpoint(
name=online_endpoint_name,
description="this is a sample online endpoint for deploying model",
auth_mode= "
tags={"foo": "bar"},

)

print(online_endpoint_name)

playing-cards-11182014325540

M ml_client.begin_create_or_update(endpoint).result()
Figure 10.29 - Creating an online endpoint for the model to be invoked from

8. The next cell registers the model to the workspace, as shown in Figure 10.30:

M from azure.ai.ml.constants import AssetTypes, InputOutputModes
model_name = "playing-cards-mlflow-model"
model = Model(
path=f"azureml://jobs/{best_run.info.run_id}/outputs/artifacts/outputs/mlflow-model/",
name=model_name,
description="playing cards object detection model",
type=AssetTypes.MLFLOW_MODEL,

registered_model = ml_client.models.create_or_update(model)

Figure 10.30 - Registering the best model to the Azure ML workspace
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9. The next cell creates a deployment, which contains settings such as an ID for the model to be
deployed, the compute cluster type, the number of cluster nodes, and the name of the endpoint
that was created a couple of steps ago, as shown in Figure 10.31:

M deployment = ManagedOnlineDeployment (
name="playingcards-mlflow-deploy",
endpoint_name=online_endpoint_name,
model=registered_model.id,
instance_type="Standard_DS3_V2",
instance_count=1,
liveness_probe=ProbeSettings(

failure_threshold=30,
success_threshold=1,
timeout=2,
period=10,
initial_delay=2000,
)s
readiness_probe=ProbeSettings(
failure_threshold=10,
success_threshold=1,
timeout=10,
period=10,
initial_delay=2000,
)s
)

M ml_client.online_deployments.begin_create_or_update(deployment).result()

M # Get the details for online endpoint
online_endpoint_name = "playing-cards-11170337875894"

endpoint = ml_client.online_endpoints.get(name=online_endpoint_name)

# existing traffic details
print(endpoint.traffic)

# Get the scoring URI
print(endpoint.scoring_uri)

{'playingcards-mlflow-deploy': 0}
https://playing-cards-11170337875894.eastus.inference.ml.azure.com/score

Figure 10.31 — Registering the best model to the Azure ML workspace
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10. The next couple of cells show you how to invoke the endpoint and pass a test image to the
model for inference, as shown in Figure 10.32:

M # Create request json
import base64

sample_image = "./images/test/cam_image9.jpg"

def read_image(image_path):
with open(image_path, "rb") as f:
return f.read()

request_json = {
"input_data": {
"columns": ["image"],
"data": [base64.encodebytes(read_image(sample_image)).decode("utf-8")],

M import json
request_file_name = "sample_request_data.json"

with open(request_file_name, "w") as request_file:
json.dump(request_json, request_file)

M resp = ml_client.online_endpoints.invoke(
endpoint_name=online_endpoint_name,
deployment_name=deployment.name,
request_file=request_file_name,

Figure 10.32 - Sending a test image to the model for inference
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11. Finally, let’s see how well the model scored the test image (which is how well it was able to
find an object, identify its type, and find its location within the image). Figure 10.33 shows
the Python code to help you to visualize the model output that was returned by the endpoint:

M %matplotlib inline
import matplotlib.pyplot as plt
import matplotlib.image as mpimg
import matplotlib.patches as patches
from PIL import Image
import numpy as np
import json
IMAGE_SIZE = (18, 12)
plt.figure(figsize=IMAGE_SIZE)
img_np = mpimg.imread(sample_image)
img = Image.fromarray(img_np.astype("uint8"), "RGB")
X, y = img.size
fig, ax = plt.subplots(l, figsize=(15, 15))
# Display the image
ax.imshow(img_np)
# draw box and Llabel for each detection
detections = json.loads(resp)
for detect in detections[@]["boxes"]:
label = detect["label"]
box = detect["box"]
conf_score = detect["score"]
if conf_score > 0.6:
ymin, xmin, ymax, xmax = (
box["topY"],

box["topX"],

box[ "bottomY"],

box[ "bottomX"],

)

topleft_x, topleft_y = x * xmin, y * ymin

width, height = x * (xmax - xmin), y * (ymax - ymin)
print(

3 {3 {3 {3 {31, {3".format(
detect["label"],
round(topleft_x, 3),
round(topleft_y, 3),
round(width, 3),
round(height, 3),
round(conf_score, 3),

)

color = np.random.rand(3) #'red’
rect = patches.Rectangle(
(topleft_x, topleft_y),
width,
height,
linewidth=3,
edgecolor=color,
facecolor="none",
)
ax.add_patch(rect)
plt.text(topleft_x, topleft_y - 18, label, color=color, fontsize=20)
plt.show()

Nine: [98.045, 162.37, 206.062, 284.502], 0.686

Figure 10.33 - Python code to visualize the model output
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12. Figure 10.34 shows the model output with a bounding box around the identified object:

<Figure size 1296x864 with @ Axes>
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Figure 10.34 - Model output showing the bounding box around the identified object

Let’s summarize the chapter next.

Summary

In this chapter, we covered a quick introduction to deep learning and the importance of having a lot
of labeled data for the model to perform well. We then showed you how to use the Azure ML Data
Labeling capability to assist with labeling image data to train an object detection model. We then
showed you how to use AutoML to train an object detection model, and finally, you learned how to
deploy your model to an online endpoint and score a test image, all using Azure ML.

In the next chapter, we will show you how to do distributed model training in Azure ML.
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Using Distributed Training
in AMLS

An interesting topic is how we can process large-scale datasets to train machine learning and deep
learning models. For example, large-scale text-based mining, entity extraction, sentiments, and image
or video-based, including image classification, image multiclassification, and object detection, are
all very memory intensive and need large compute resources to process, which may take hours or
sometimes days and weeks to complete.

In addition, if you have big data that contains business information and want to build machine learning
models, then distributed learning can help. This chapter will cover how we can run large-scale models
with large datasets. You will see different ways of computing large, distributed models.

There are different ways to distribute compute and data and achieve faster and better performance
for large-scale training. Here, we are going to learn about a few techniques.

Data parallelism is widely used when there is a large volume of data that can be partitioned. We can
run parallel computing to achieve better performance. CPU-based computing also performs well
when scaled horizontally and vertically. The goal would be to process each partition and compute in
groups, such as one partition, and then apply compute, and do that in parallel across all partitions.

Model parallelism is another area where you can scale the model training in deep learning modeling.
Model parallelism is heavily compute based and, in most cases, GPU-based computing is needed to
get better performance and time. In this chapter, we will look at some distributed training libraries
available for us to use in the Azure Machine Learning service.

There are two main types of distributed training: data and model parallelism.
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We will cover the following topics in this chapter:

Data parallelism
Model parallelism
Distributed training with PyTorch

Distributed training with TensorFlow

Technical requirements

You can review all the code for this chapter at https://github.com/PacktPublishing/
Azure-Machine-Learning-Engineering.

To access your workspace, recall the steps from the previous chapter:

1.

AN

Gotohttps://ml.azure.com

Select your workspace name from what has been created.

From the workspace user interface, on the left-hand side, click Compute.

On the Compute screen, select your last used compute instance and select Start.
Your compute instance will change from Stopped to Starting.

In the previous chapter, we cloned this booK’s GitHub repository. If you have not already done
so, continue to follow the steps provided. If you have already cloned the repository, skip to step 9.

Open the terminal on your compute instance. Note that the path will include your user in
the directory. Type the following into your terminal to clone the sample notebooks into your
working directory:

git clone https://github.com/PacktPublishing/Azure-
Machine-Learning-Engineering.git
Clicking on the refresh icon.

Now, create a compute cluster called gpu-cluster with two nodes and select one of the
GPU’s available VMs, such as the NC6 or NC24 series.

10. Review the notebooks in your Azure-Machine-Learning-Engineering directory.


https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering
https://github.com/PacktPublishing/Azure-Machine-Learning-Engineering
https://ml.azure.com

Data parallelism

Data parallelism

Data parallelism is widely used when there is a large volume of data that can be partitioned. We can
run parallel computing to achieve better performance. CPU-based computing also performs well
when scaled horizontally and vertically. The goal would be to process each partition and compute
in groups, such as one partition, and then apply compute, and do that parallel across all partitions.

Model parallelism

Model parallelism is another way to scale the model training in deep learning modeling. Model
parallelism is heavily compute-based and, in most cases, GPU-based computing is needed to get
better performance and time. Let’s look at some distributed training libraries available for us to use
in the Azure Machine Learning service.

In Azure Machine Learning, we can perform distributed learning in various ways:

« Distributed training with PyTorch: PyTorch is one of the most well-known and widely used
machine learning libraries for large-scale vision, text, and other unstructured data machine
learning. It uses deep learning, such as convolutional neural network or recurrent neural network-
based development. PyTorch is a deep learning framework developed by Meta (Facebook).

PyTorch implementations are very simple and easy to use and tend to eliminate the complications
of other libraries in the marketplace.

« Distributed training with TensorFlow: TensorFlow is a deep learning library created by Google.
Given that the science is difficult, it was designed to make deep learning development simple
and easy to implement. In the beginning stages, TensorFlow’s implementation was very difficult
and required excessive lines of code. Another project called Keras was created to simplify this
process; then, they were joined together.

The most current version is much more simple and easier to use compared to older versions. We have
just covered the most popular frameworks used in the industry for distributed learning in the deep
learning world.

Note

Both of the aforementioned SDKs are being continuously developed and improved, and new
functionality is always being added since the artificial intelligence field and the number of
algorithms used are growing.
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Distributed training with PyTorch

In this chapter, we will learn how to use PyTorch while performing deep learning model training
before distributing that training within multiple cores and running it.

Let’s look at how we can write some simple PyTorch code that can be run in Azure Machine Learning.

Distributed training code

In this section, we will learn how to write code to perform distributed training using the PyTorch

framework for vision-based deep learning algorithms. We will be using Python code to create the
model and then train it with a compute cluster. All the code is available in this book’s GitHub repository
for learning and execution purposes.

Creating a training job Python file to process

Follow these steps to create a dataset while leveraging the user interface:

1.

2
3.
4

Gotohttps://ml.azure.com and select your workspace.
Go to Compute and click Start to start the compute instance.
Wait for the compute instance to start; then, click Jupyter to start coding.

If you don’t have a compute cluster, please follow the instructions in the previous chapters
to create a new one. A compute instance with a CPU is good for development; we will use
GPU-based content for model training.

If you don’t have enough quotas for your GPU, please create a Service Ticket in the Azure
portal to increase your quotas.

Now, create a new folder for this chapter. I am calling mine Chapter 11. Also, create a
subfolder called PyTorchDistributed.

Inside, I am also creating a new directory for the src folder, where all the Python code
training files will be stored. The PyTorchDistributed folder (root folder) will be used
for submitting Python files.

We can use the terminal to run our Python code.

Now, we need to write our training code. So, navigate into the src folder and create a new
text file called train.py.

For the sample code in this chapter, we will be using an open source dataset; it has no Personally
Identifiable Information (PII) or privacy or legal issues.


https://ml.azure.com

Distributed training code

10. Lets import all the libraries needed for the code:

# imports

import
import
import
import
import
import
import

torch

torchvision

torchvision.transforms as transforms
torch.nn as nn

torch.nn.functional as F

torch.optim as optim

os, argparse

Figure 11.1 - Library imports

11. Next, we must create the neural network architecture. A neural network architecture is what

is used for training to

create the brain. Depending on the accuracy required, you can build

your network based on how many layers are needed. The neural network architecture is not
the focus of this book, but there are a lot of resources available for designing one:

# define network architecture
class Net(nn.Module):

def

def

__init__(self):

super(Net, self).__init_ ()

self.convl = nn.Conv2d(3, 32, 3)
self.pool = nn.MaxPool2d(2, 2)
self.conv2 = nn.Cecnv2d(32, 64, 3)
self.conv3 = nn.Conv2d(64, 128, 3)
self.fcl = nn.Linear(128 * 6 * 6, 1208)
self.dropout = nn.Dropout(p=8.2)
self.fc2 = nn.Linear(128, 84)

self.fc3 = nn.Linear(84, 18)

forward(self, x):

= F.relu(self.convl(x))

= self.pool(F.relu(self.conv2(x))
= self.pool(F.relu(self.conv3(x))
X.view(-1, 128 * 6 * §)

= self.dropout(F.relu(self.fcl(x)))
= F.relu(self.fc2(x))

= self.fc3(x)

return x

)
)

X X X X X X X
n

Figure 11.2 — Neural network architecture
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12. Now, let’s write the training code:

# define functions
def train(train_loader, model, criterion, optimizer, epoch, device, print_freq, rank):
running_loss = 9.8
for i, data in enumerate(train_loader, @):
# get the inputs; data is a list of [inputs, labels]
inputs, labels = data[@].to(device), data[1].to(device)

# zero the parameter gradients
optimizer.zero_grad()

# forward + backward + optimize
outputs = model(inputs)

loss = criterion(outputs, labels)
loss.backward()

optimizer.step()

# print statistics
running_loss += loss.item()
if i % print_freq == ©: # print every print_freq mini-batches
print(
"Rank %d: [%d, %5d] loss: %.3f"
% (rank, epoch + 1, i + 1, running_loss / print_freq)
)

running_loss = 9.8

Figure 11.3 - Training code

13. Next, we will evaluate the model metrics. Model evaluation is an important step in the training
process as it validates model performance in terms of accuracy:
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def evaluate(test_loader, model, device):

classes = (
“plane”,
“car",
"bird",
“cat",
"deer”,
"dog”,
“frog",
"horse",
"ship",
"truck",

)
model.eval()

correct = @
total = @
class_correct = 1list(©.© for 1 in range(1@))
class_total = 1list(©.@ for i in range(1@))
with torch.no_grad():
for data in test_loader:
images, labels = data[@].to(device), data[l].to(device)
outputs = model(images)
_, predicted = torch.max(outputs.data, 1)
total += labels.size(@)
correct += (predicted == labels).sum().item()
¢ = (predicted == labels).squeeze()
for i in range(1@):
label = labels[i]
class_correct[label] += c[i].item()
class_total[label] += 1

# print total test set accuracy

print(
“"Accuracy of the network on the 1000 test images: %d %%"
% (1e@ * correct / total)

)

# print test accuracy for each of the classes
for i in range(10):
print(
"Accuracy of %5s : %2d %%"
% (classes[i], 108 * class_correct[i] / class_total[i])

Figure 11.4 - Evaluation code
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14. Next, we need to create a main function that will gather the data for the model, then invoke
the main function and start to process the training code. Then, it will evaluate the model.
Please refer to the following sample code for the details:

def main(args):
# get PyTorch environment variables
world_size = int(os.environ["WORLD_SIZE"])
rank = int(os.environ["RANK"])
local_rank = int(os.environ["LOCAL_RANK"])

distributed = world_size > 1

# set device
if distributed:

device = torch.device("cuda", local_rank)
else:

device = torch.device("cuda:e" if torch.cuda.is_available() else "cpu")
# initialize distributed process group using default env:// method

if distributed:
torch.distributed.init_process_group(backend="nccl")

Figure 11.5 — Sample main code

Here is the code that specifies the distributed dataset:

if distributed:

train_sampler = torch.utils.data.distributed.DistributedSampler(train_set)
else:

train_sampler = None

Figure 11.6 - Distributed dataset code

This is where the model is distributed:

# wrap model with DDP
if distributed:
model = nn.parallel.DistributedDataParallel(
model, device_ids=[local_rank], output_device=local_rank

Figure 11.7 — Model distribution code
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15. Next, we will create a job . py file that downloads the data needed for the experiment.

16. Now, let’s create a dataset for further training processes. This dataset will invoke the compute
cluster needed for the distributed training. The following sample code invokes the workspace
and gets the dataset:

# get workspace
ws = Workspace.from_config()

# get root of git repo
prefix = Path(__file__).parent

# training script
source_dir = str(prefix.joinpath("src"))

script_name = "train.py"

# azure mlL settings

environment_name = "AzureML-PyTorch-1.6-GPU" # using curated environment
experiment_name = "pytorch-cifarl@-distributed-example”
compute_name = "gpu-cluster"”

# get environment
env = Environment.get(ws, name=environment_name)

# download and extract cifar-1€ data

url = "https://www.cs.toronto.edu/~kriz/cifar-18-python.tar.gz"
filename = "cifar-18-python.tar.gz"

data_root = "cifar-18"

filepath = os.path.join(data_root, filename)

Figure 11.8 — Job file dataset code

The following code parallelizes the training process:

# create distributed config
distr_config = PyTorchConfiguration(process_count=4, node_count=2)

# create args
args = ["--data-dir", dataset.as_download(), "--epochs", 25]

# create job config

src = ScriptRunConfig(
source_directory=source_dir,
script=script_name,
arguments=args,
compute_target=compute_name,
environment=env,
distributed_job_config=distr_config,

Figure 11.9 - Job file invoking distributed training
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17. As shown in the preceding screenshot, the code is distributed during model training, and this
process is very simple. PyTorchConfiguration, along with process_count and
node_count, are the configurations we must provide to distribute the model training process.

PyTorchConfiguration takes three parameters:

. communication backend: This can be set to Nccl or Gloo. Nccl is selected
by default.

II. process_count: This parameter configures how many processes run inside the nodes
for parallelization purposes.

III. node_count: This is where we specify how many nodes to use for the job. node
is based on how many cores are available. The higher the number of nodes, the faster
the processing.

18. Run the job and wait for it to finish. Once the job has been submitted, navigate to your workspace’s
user interface, click on jobs, and go to details to see how this works.

O boring_lobster y04gwly3 3 pytorch-cifar10-distrib... (] Completed

Figure 11.10 - Job output

In this section, we learned how to run distributed training using the PyTorch framework for a large
dataset for custom vision-based deep learning modeling.

Now, we are going to look at the TensorFlow framework and see how we can achieve distributed
learning with a large dataset for custom vision-based deep learning models.

Distributed training with TensorFlow

In this section, we are going to learn how to take large image files and build custom deep learning
models such as object detection or image classification using TensorFlow. By doing so, we'll learn how
to distribute across multiple virtual machines to achieve faster performance for training.
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Creating a training job Python file to process

Follow these steps to create a dataset that leverages the user interface:

1.

2
3.
4

Gotohttps://ml.azure.comand select your workspace.
Go to Compute and click Start to start the compute instance.
Wait for the compute instance to start; then, click Jupyter to start coding.

If you don’t have a compute cluster, please follow the instructions in the previous chapters
to create a new one. A compute instance with a CPU is good for development; we will use
GPU-based content for model training.

If you don’t have enough quotas for your GPU, please create a Service Ticket in the Azure
portal to increase your quotas.

Now, create a new folder for this chapter. I am creating a folder called Chapter 11. Then,
create a subfolder called TensorflowDistributed.

Inside, I am also creating a new directory for the src folder where all the Python code training
files will be stored. TensorflowDistributed (root folder) will be used for submitting
Python files. If the TensorflowDistributed folder doesn't exist, please create one. Create
the preceding folder under the Chapter 11 folder from step 6.

We can use the terminal to run our Python code.

Now, we need to write our training code. So, navigate to the src folder and create a new text
file called train.py.

For the sample code in this chapter, we are using an open source dataset; it contains no PII and
doesn’t have any privacy or legal issues.

10. Lets import all the libraries needed for the code:

import tensorflow as tf
import numpy as np

import argparse
import os, json

Figure 11.11 - Library imports
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11. Next, we must perform dataset processing:

def mnist_dataset(batch_size):
(x_train, y_train), _ = tf.keras.datasets.mnist.load_data()
# The “x° arrays are 1in uint8 and have values in the range [@, 255].
# We need to convert them to float32 with values 1in the range [8, 1]
x_train = x_train / np.float32(255)
y_train = y_train.astype(np.inté4)
train_dataset = (
tf.data.Dataset.from_tensor_slices((x_train, y_train))
.shuffle(60600)
.repeat()
.batch(batch_size)
)

return train_dataset
Figure 11.12 - Dataset processing

12. Now, let’s create a model. We will use the Keras library to simplify the neural network architecture.
The layers depend on your use case and accuracy. I have seen large network architectures with
low accuracy and too few layers produce poor results. So, we have to find the right balance in
terms of layers through experimentation and build the neural network architecture from there:

def build_and_compile_cnn_model():
model = tf.keras.Sequential(

[
tf.keras.Input(shape=(28, 28)),
tf.keras.layers.Reshape(target_shape=(28, 28, 1)),
tf.keras.layers.Conv2D(32, 3, activation="relu"),
tf.keras.layers.Flatten(),
tf.keras.layers.Dense(128, activation="relu"),
tf.keras.layers.Dense(18),

]

)

model.compile(
loss=tf.keras.losses.SparseCategoricalCrossentropy(from_logits=True),
optimizer=tf.keras.optimizers.SGD(learning_rate=@.001),
metrics=["accuracy"],

)

return model

Figure 11.13 — Model neural network
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13.

14.

Now, let’s create the main function, which will run the model training process in a distributed
manner. The main function is where all the logic flow is tied together to get the training process
working. As you can see, t £ . distribute specifies the distribution strategies:

tf_config = json.loads(os.environ["TF_CONFIG"])
num_workers = len(tf_config["cluster"]["worker"])

strategy = tf.distribute.experimental.MultilorkerMirroredStrategy()

# Here the batch size scales up by number of workers since
# “tf.data.Dataset.batch’ expects the global batch size.
global_batch_size = args.per_worker_batch_size * num_workers
multi_worker_dataset = mnist_dataset(global_batch_size)

with strategy.scope():
# Model building/compiling need to be within " strategy.scope() .
multi_worker_model = build_and_compile_cnn_model()

# Keras' “model.fit()  trains the model with specified number of epochs and
# number of steps per epoch.
multi_worker_model.fit(
multi_worker_dataset, epochs=args.epochs, steps_per_epoch=args.steps_per_epoch

)

# Save the model
task_type, task_id = (tf_config["task"]["type"], tf_config["task"]["index"])
write_model_path = write_filepath(args.model_dir, task_type, task_id)

multi_worker_model.save(write_model_path)
Figure 11.14 - TensorFlow distribution code

Tf.distribute.experimental.MultiWorkerMirroredStrategy synchronously
replicates all the variables and computation across the worker nodes to process. It mainly uses
GPU (given the large-scale processing). The preceding implementation allows multiple workers
to work together to achieve better performance to complete the training run faster.

Next, we will have to create some Python code called job in the root folder, which we will
execute in a terminal window to execute the TensorFlow code in the command line.
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15. Now, we must create an environment . yaml file. This will create the environment to run

16.

17.

the model training. Here is the sample code:

channels:
- conda-forge
dependencies:
- python=3.6
- pip:
- azureml-defaults
- azureml-mlflow
- tensorflow-gpu==2.3.8

Figure 11.15 - environment.yaml code

Next, we must create the jobtensorflow. py file, which uses an Azure Machine Learning
SDK to configure the training process and then execute it once the job has been submitted.

In the code section, specify a workspace environment to use and a training Python file to
use for the experiment. There are a few changes you need to make to execute the code. The
workspace, environment, and training Python files’ names can change depending on how you
are implementing them:

# get workspace
ws = Workspace.from_config()

# get root of git repo
prefix = Path(__file__).parent

# training script
source_dir = str(prefix.joinpath("src"))

script_name = "trainl.py"

# environment file
environment_file = str(prefix.joinpath("environment.yml"))

# azure mlL settings

environment_name = "tf-gpu-example"
experiment_name = "tf-mnist-distributed-example"
compute_name = "gpu-cluster"”

# create environment
env = Environment.from_conda_specification(environment_name, environment_file)

# specify a GPU base image

env.docker.enabled = True

env.docker.base_image = (
"mcr.microsoft.com/azureml/openmpi3.1.2-cudal®.l-cudnn7-ubuntuls.e4"”

)

Figure 11.16 — Sample environment and experiment
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18. Next, we must create some code that will set the distribution strategy and then invoke the
training experiment. We can use the TensorflowConfiguration class to configure how
to parallelize the training job.

TensorflowConfiguration takes two parameters, as follows:

I.  worker count:The number of worker nodes used to parallelize. The default value is 1.

II. parameter server count: This parameter is set for a number of tasks to run the
previous worker count:

# create distributed config
distr_config = TensorflowConfiguration(worker_count=2, parameter_server_count=0)

# create args
model_path = os.path.join("./outputs”, "keras-model™)

"

args = ["--epochs", 38, "--model-dir", model_path]
# create job config
src = ScriptRunConfig(
source_directory=source_dir,
script=script_name,
arguments=args,
compute_target=compute_name,
environment=env,
distributed_job_config=distr_config,

)

# submit job
run = Experiment(ws, experiment_name).submit(src)
run.wait_for_completion(show_output=True)

Figure 11.17 - Distribution strategy and job submission

19. Wait for the experiment to run. This will take a few minutes to a few hours, depending on the
dataset’s size. Once the experiment has finished running, navigate to your workspace’s user
interface, go to the job section, and select the job to view its output:

Job display name Job display name

@ ) Show only selected rows (0 selected)
Display name Y Experiment Status Created on | Duration

upbeat_grass_r15twztv tf-mnist-distributed-ex... @ Completed Sep 24, 2022 9:41 AM 3m 40s

Figure 11.18 - Job output
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In this section, you learned how to create code that will run large-scale TensorFlow distributed training
for a large custom vision-based deep learning model. The code is structured to run for a long time
and report backlogs for us to check and validate. These jobs can be submitted as batch jobs so that we
don’t have to keep watching what happens. Instead, we can submit the job and come back after a few
hours to see how the model run performed.

Summary

We have covered a lot of topics in this chapter. We learned how to create code to distribute PyTorch
and TensorFlow deep learning models using the Azure Machine Learning service’s Python SDK. We
also saw how easy and seamless it is to build code that performs in a timely fashion by distributing
the model training with large volumes of data.

The goal of this chapter was to show you how to build seamless code that can execute large-scale
models via batch processing without you having to watch them run. The Azure Machine Learning
SDK allows us to submit the job and then come back later and check the output.

This is the last chapter of this book; I hope you had an amazing time reading and learning about
Azure Machine Learning and how to build machine learning models. We would like to hear about
your experience in applying machine learning or deep learning in your organization. Azure Machine
Learning will make your journey simple and easy with open source in mind.

Thank you so much for reading this book. This book will help you study for certifications such
as AI 102 (AI Engineer - Training | Microsoft Learn: https://learn.microsoft.com/
en-us/certifications/roles/ai-engineer)and DP 100 (Exam DP-100: Designing
and Implementing a Data Science Solution on Azure - Certifications | Microsoft Learn: https://
learn.microsoft.com/en-us/certifications/exams/dp-100).
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