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Introduction

Dear reader, whether you are network architect, engineer, administrator, developer,
student, or any other IT enthusiast interested in modern datacenter technologies and
architectures, you are in the right place. Welcome!

In this book, you will explore the ongoing datacenter network evolution driven by
modern application requirements, leading to the next-generation networking solution
called Cisco Application Centric Infrastructure (ACI). It doesn’t matter if you are
completely new to ACI or you already have some experience with the technology, my
goal in this book is to guide you through the whole implementation lifecycle. I will
show you how to simplify the deployment, operation, and troubleshooting of your
multi-datacenter networking environment using ACI, how to integrate it effectively
with L4-L7 devices, virtualization and containerization platforms, and how to provide
unprecedented visibility and security, all with an emphasis on programmability and
automation.

You will start “from zero” and discover the story behind ACI. You will build the strong
fundamental knowledge about its main components and explore the advantages of the
hardware-based Leaf-Spine architecture composed of Nexus 9000 switches. During the
first chapters, I describe all of ACI's design options with their specifics, followed by a
detailed guide of how to deploy and initially configure the whole solution according to
best practices. You will then assemble all the necessary “access policies” for connecting
end hosts to ACI and utilize its multi-tenancy capabilities to create logical application
models and communication rules on top of the common physical network. You will
learn about control-plane and dataplane mechanisms running under the hood, resulting
in correct forwarding decisions, and I will help you with troubleshooting any potential
problems with end host connectivity in ACI. I will also describe both Layer 2 and
Layer 3 external connectivity features to expose datacenter applications and services
to the outside world. I will cover integration capabilities with L4-L7 security devices
or loadbalancers as well as virtualization solutions. At the end, you will learn how to
effectively use ACI's REST API to further automate the whole solution using the most
common tools: Postman, Python, Ansible, or Terraform.
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INTRODUCTION

Many times throughout the book I provide my own recommendations and views
based on knowledge and experience gained from real-world implementations,
combined with best practices recommended directly by Cisco. I constantly try as much
as possible to support each topic with practical examples, GUI/CLI verification tools,
and troubleshooting tips to ultimately build in you the strong confidence to handle any
ACI-related task.

Although this book is not directly related to any Cisco certification, I hope it
will become a valuable resource for you if you are preparing for the CCNP or CCIE
Datacenter exams and that you will use it as a reference later for your own ACI projects.

Let’s now dive into the first chapter, which is related to network evolution from
legacy architecture to Cisco ACI.



CHAPTER 1

Introduction: Datacenter
Network Evolution

What is a datacenter (or “data center,” which will be used interchangeably throughout
the book)? It’s a fairly simple question at first blush to many IT professionals, but let’s
start with proper definition of this term.

From a physical perspective, a datacenter is a facility used by various organizations
to host their mission-critical data. Companies can invest in their own hardware and
software resources, which will stay completely under their control, maintenance, and
operation, or consume services from public clouds in the form of XaaS (Infrastructure/
Platform/Software as a Service).

Internally, we can divide a datacenter into a complex multi-layered architecture
of compute, storage, and networking equipment, interconnected to provide fast and
reliable access to shared application resources (see Figure 1-1). The networking layer
of each datacenter is especially important for the whole system to work correctly. Keep
in mind that you can have the most powerful blade server chassis with petabytes of
storage space, but without robust, reliable, and secure networking, you won’t change
the world. Some IT architects often underestimate the importance of this “datacenter
undercarriage.” My goal in this publication is to give you all the necessary knowledge
and skills needed to design, configure, and operate one of the industry-leading data
center SDN networking solutions, Cisco Application Centric Infrastructure (ACI).

© Jan Janovic 2023
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Figure 1-1. Datacenter architecture

From Traditional to Software-Defined Networking

Before we dive deeper into ACI technology itself, let’s explore how the datacenter
network has evolved over the past years, what different approaches are available when
building datacenter networking, and why software-defined solutions in the form of Cisco
ACI are becoming industry standards for modern datacenters.

Traditional Three-Tier Network Architecture

Our journey towards ACI starts in the early 1990s, looking at the most traditional and
well known two- or three-layer network architecture, as shown in Figure 1-2. This
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Core/Aggregation/Access design was commonly used and recommended for campus
enterprise networks and was widely adopted in the datacenter domain as well. At that
time, it offered enough quality for typical client-server types of applications.

L2/L3 Boundary NP7 (NP, Core Layer
- -

7S

Access Layer

Blade Servers Rack Servers

Figure 1-2. Hierarchical campus LAN design

In a datacenter, each part of such a network design had its specific purpose:
o Core layer

o Highly powerful backbone for interconnecting multiple
aggregation layers, sometimes whole datacenters, enhancing
network modularity

o High speed interfaces
e Termination of Layer 3 interfaces

« External routing peering (often implemented also as part of the
aggregation layer to prevent the core from being affected by any
failures caused by the peering neighbor)
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o Aggregation layer

o Aggregation of multiple access segments

o Connectivity for service devices (FW, LB, IPS, IDS)
e Access layer

¢ Endpoint connectivity, ToR switches

e Admission control

e Quality of Service and policy enforcement

e Port security (not commonly used in DC)

The traditional design taken from campus networks was based on Layer 2
connectivity between all network parts, segmentation was implemented using VLANS,
and the loop-free topology relied on the Spanning Tree Protocol (STP). All switches
and their interfaces were implemented as individuals, without the use of virtualization
technologies. Because of this, STP had to block redundant uplinks between core and
aggregation, and we lost part of the potentially available bandwidth in our network.
Scaling such an architecture implies growth of broadcast and failure domains as well,
which is definitely not beneficial for the resulting performance and stability. Imagine
each STP Topology Change Notification (TCN) message causing MAC tables aging in
the whole datacenter for a particular VLAN, followed by excessive BUM (Broadcast,
Unknown Unicast, Multicast) traffic flooding, until all MACs are relearned. The impact
of any change or disruption could be unacceptable in such a network. I've seen multiple
times how a simple flapping interface in a DC provider L2 network caused constant
traffic disruptions. Additionally, the 12-bit VLAN ID field in an 802.1Q header limits the
number of possible isolated network segments for datacenter customers to 4,096 (often
even less due to internal switch reserved VLANS).

One of the solutions recommended and implemented for the mentioned STP
problems in the past was to move the L3 boundary from the core layer to aggregation
and divide one continuous switched domain into multiple smaller segments. As shown
in Figure 1-3, by eliminating STP you can use ECMP load balancing between aggregation
and core devices.



CHAPTER 1 INTRODUCTION: DATACENTER NETWORK EVOLUTION

A == =

1, 1, Core Layer

N N
x* x*

L3 Aggregation Layer

L2

Access Layer

Blade Servers Rack Servers

Figure 1-3. Layer 3 core/aggregation architecture

Let’s Go Virtual

In 1999, VMware introduced the first x86 virtualization hypervisors, and the network
requirements changed. Instead of connecting many individual servers, we started to
aggregate multiple applications/operating systems on common physical hardware.
Access layer switches had to provide faster interfaces and their uplinks had to scale
accordingly. For new features like vMotion, which allows live migration of virtual
machines between hosts, the network had to support L2 connectivity between all
physical servers and we ended up back at the beginning again (see Figure 1-4).
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Figure 1-4. Datacenter network support for server virtualization

To overcome the already-mentioned STP drawbacks and to keep support for server
virtualization, we started to virtualize network infrastructure too. As you can see in
Figure 1-5, switches can be joined together into switch stacks, VSS, or vPC architectures.
Multiple physical interfaces can be aggregated into logical port channels, virtual port
channels, or multi-chassis link aggregation groups (MLAG). From the STP point of view,
such an aggregated interface is considered to be an individual, therefore not causing
any L2 loop. In a virtualized network, STP does not block any interface but runs in the
background as a failsafe mechanism.

Virtualization is deployed on higher networking levels as well. Let’s consider
virtual routing and forwarding instances (VRFs): they are commonly used to address
network multi-tenancy needs by separating the L3 address spaces of network consumers
(tenants). Their IP ranges can then be overlapping without any problems

These various types of virtualizations are still implemented in many traditional
datacenters, and they serve well for smaller, not-so-demanding customers.
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Layer 2

Blade Servers Rack Servers

Figure 1-5. Datacenter network virtualization

Server virtualization also introduced a new layer of virtual network switches inside
the hypervisor (see Figure 1-6). This trend increased the overall administrative burden,
as it added new devices to configure, secure, and monitor. Their management was often
the responsibility of a dedicated virtualization team and any configuration changes
needed to be coordinated inside the company. Therefore, the next requirement for a
modern datacenter networking platform is to provide tools for consistent operation
of both the physical network layer and the virtual one. We should be able to manage
encapsulation used inside the virtual hypervisor, implement microsegmentation, or
easily localize any connected endpoint.
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Figure 1-6. Hypervisor virtual switches

Along with continuous changes in IT and network infrastructures, we can see another
significant trend in datacenter networking: a higher adoption of containerization,
microservices, cloud technologies, and deployment of data-intensive applications is causing
the transition from a north-south traffic pattern to a majority of east-west traffic. According
to Cisco Global Cloud Index, more than 86% of traffic stayed inside datacenters in 2020.

Transition to Leaf-Spine Architecture and VXLAN

The traditional three-layer network design fits well for legacy, more client-server-
intensive applications. However, it isn’t capable of scaling properly to match the modern
loosely coupled applications and resulting customer needs. Therefore, we have to address
this growth by implementing a new network architecture that will do the following:

o Simply scale end host interfaces
e Simply scale the overall network bandwidth
o Load-balance the traffic natively

o Eliminate need for a Spanning Tree Protocol in the network
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All these desired properties can be provided by two-layer CLOS (leaf-spine)
architecture, as shown in Figure 1-7. Invented early in 1938 by Edson Erwin, later
formalized in 1952 by Charles Clos, and originally used in circuit-switched telephone
networks, it now finds application inside all modern datacenters. The leaf layer generally
consists of access switches used to connect any type of end stations (servers, L4-L7
service devices, external switches and routers, etc.). Spines are used as a core layer,
interconnecting all leaves into a consistent and symmetric mesh network, often called a
“fabric” due to similarities with actual textile fabric.

Devices on the same level don’t need to be connected to each other. If some control-
plane protocol synchronization is needed between leaf switches, it will be simply
handled via spines. From a cost perspective, this is the most optimal network design and
requires the least amount of cabling, but with the most bandwidth available for each
switch. And notice how easy it is to scale this architecture. If you need to increase the
overall amount of access interfaces, you just add new leaf switches without affecting the
rest of the existing infrastructure. If you need to increase available uplink bandwidth for
each leaf switch, you simply add another spine switch. The same applies when it comes
to upgrading; it’s easy to define upgrade groups (even/odd switches) without affecting
the rest of the infrastructure.

Spine Switches

Leaf Switches

Figure 1-7. Leaf-spine network architecture
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In order to use all the available bandwidth between leaves and spines, their
interconnection needs to be based on Layer 3 interfaces. This eliminates the STP need and
provides support for ECMP load-balancing. However, to support virtualization or various other
applications features, we still need to ensure Layer 2 connectivity somehow. The solution here
is to simply encapsulate any (Layer 2 or Layer 3) traffic at the edge of the network into a new,
common protocol called Virtual eXtensible Local Area Network (VXLAN). See Figure 1-8.

<@—Original Ethernet Frame=—9»>

- VXLAN Encapsulation -

Outer Outer Outer OuterIP OuterIP Outer VXLAN
MAC DA MAC SA 802.1Q DA SA UDP (24-bit)

Figure 1-8. VXLAN encapsulation

VXLAN is a standardized (RFC 7348) MAC-in-UDP overlay encapsulation addressing
all the requirements mentioned above on top of the common Layer 3 routed underlay
network. Forwarding of VXLAN encapsulated packets is based on Virtual Tunnel
Endpoint (VTEP) IP addresses between the network devices, which are in VXLAN
terminology called Network Virtual Edge switches (NVE).

Additionally, VXLAN’s expanded addressing scheme allows the creation of 16
million different segments thanks to a 24-bit Virtual Network ID (VNID). More detailed
information about VXLAN usage in ACI will be covered in Chapter 6.

Need for Network Automation

Leaf-spine VXLAN fabric often spans hundreds of switches, even in different
datacenters. As the infrastructure grows, its administration can easily become a huge
challenge, which is sometimes impossible to manage manually using traditional box-
by-box fashion. To handle such a number of devices, we need to implement some kind
of automation: a centralized controller used for provisioning, maintaining, monitoring,
and troubleshooting the infrastructure. And we should expect some northbound API to
further expand the controller possibilities as well.

As you can see at this point, we’ve assembled a significant number of requirements
for the modern network infrastructure. Let me briefly summarize which challenges need
to be addressed in order to design a future-proof datacenter networking:

10
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Spanning tree elimination: Increasing the overall scalability and
stability

Traffic pattern change: Scaling accordingly for east-west application
traffic, which is the majority these days

L2/L3 services: Supporting L2/13 on top of the same infrastructure
and with segments stretchable without limitation

Server virtualization: Providing higher access speeds for
virtualization hosts and managing a virtual switching layer
consistently with the physical network

Multitenancy: Supporting administrative and network separation
between tenants (users) of the infrastructure

Security: Applying the least privilege principle on all layers of a
network and its management tools

Containerization: Handling individual containers in the same
manner as any other physical or virtual endpoint

Multi-cloud: Applying consistent network policies across various
cloud environments

Automation: Eliminating manual box-by-box configuration and
management of network devices

Visibility: Using various telemetry data gathered from the network to
provide advanced insights and analytics

So why are we even discussing Cisco ACI in this book? All of the previously described

requirements can be solved by implementing this centrally managed, software-defined

networking in your datacenter.

Cisco Application Centric Infrastructure (ACl)

Adopted currently by hundreds of customers, ACI provides the most flexible solution,

based on well-known network protocols, creating a highly scalable and resilient

datacenter network architecture.

11
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ACI’s Application Policy Model describes exactly what applications need to be
deployed in the underlying network to ensure low latency and reliable connectivity for
all the application components. ACI covers on-prem, hybrid, and multi-cloud use cases
with emphasis on deployment simplicity and security from day zero. New containerized
applications cause no trouble for ACI either.

It additionally offers multiple Al-driven analytic tools based on hardware telemetry
for two-day operation tasks and a completely open Managed Information Model (MIM)
accessible through a REST API for further automation and orchestration.

From the high-level view, Cisco ACI consists of following main components:

1. Cisco Nexus 9000-based underlay: Routed leaf/spine network
architecture used to interconnect all the endpoint devices. They
can include servers, external WAN routers and legacy switches,
L4-L7 service equipment, and a datacenter interconnect
network (DCI).

2. Application Policy Infrastructure Controller (APIC): Cluster
of physical appliances used to completely operate the ACI
infrastructure. From the initial provisioning, policy configuration,
and lifecycle management to monitoring and statistics collection.

3. Application policy model: The logical definition of network
segmentation based on application communications needs and
consisting of multiple mutually related objects: tenants, virtual
routing and forwarding (VRF) instances, bridge domains, end
point groups, and contracts.

Summary

In subsequent chapters, I will cover each ACI component in detail and you will learn
how to design and implement this solution while following best practices and many of
my personal practical recommendations, collected during multiple ACI deployments for
various customers. They won’t always necessarily match according to the situation they
are considered in, but the goal is the same: to provide you with a comprehensive toolset
to become confident with various ACI-related tasks.

12



CHAPTER 2

ACI Fundamentals:
Underlay Infrastructure

In this chapter, you will focus on establishing a proper understanding of the main ACI
components: the underlay network infrastructure and APIC controllers with their
architectural deployment options. In ACI, hardware-based underlay switching offers a
significant advantage over various software-only solutions due to specialized forwarding
chips. Thanks to Cisco’s own ASIC development, ACI brings many advanced features
including security policy enforcement, microsegmentation, dynamic policy-based
redirect (to insert external L4-L7 service devices into the data path) or detailed flow
analytics—besides the huge performance and flexibility.

Cisco Nexus 9000 and CloudScale ASICs

To build the ACI underlay, you need to exclusively use the Nexus 9000 family of switches.
You can choose from modular Nexus 9500 switches or fixed 1U to 2U Nexus 9300 models.
There are specific models and line cards dedicated for the spine function in ACI fabric,
others can be used as leaves, and some of them for both purposes. You can combine
various leaf switches inside one fabric without any limitation. Later in this chapter, I will
discuss individual models in more detail.

For Nexus 9000 switches to be used as an ACI spine or leaf, they need to be equipped
with powerful Cisco CloudScale ASICs, manufactured using 16-nm technology, which
in general brings following advantages to the whole platform:

o Ultra-high port densities

o For easy device consolidation with less equipment footprint

13
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e Multi-speed 100M/1/10/25/40/50/100G/400G

o Enables you to future-proof your infrastructure and choose from
flexible types of interfaces (RJ-45, SFP+, QSPF+, QSFP-DD)

e Rich forwarding feature set

o Basic L2/L3 features, single-pass VXLAN bridging/routing,
segment routing support, all ACI features, native FiberChannel
and FCoE (-FX models)

o Flexible forwarding scale

e You can apply different forwarding templates on your switches,
which define TCAM memory allocation. As shown in Figure 2-1,
this enables you to optimally utilize ACI switches according to
your needs. Sometimes you can make use of more LPM routes;
other times more security policies are needed. If you don’t need
IPv6, for example, you can completely free up its TCAM space
to store more IPv4 and MAC information. Each change of this
profile requires a switch reboot, though.

node-101 (N9K-C93240YC-FX2) Scalability Options

~ Type of Scale VRF BD EPG ESG MAC IPvd IPvE Multicas Policy VLAN  LPM /32 /28

EPs EPs EPs CAM Routes Routes
Dual Stack 800 3500 3960 4000 24576 24576 12288 8192 65536 3960 20480 49152 12288
High Dual Stack 800 3500 3960 4000 65536 65536 24576 512 8192 3960 38912 65536 24576
High LPM 800 3500 3960 4000 24576 24576 12288 8192 8192 3960 131072 32768 12288
High Policy 800 3500 3960 4000 16384 16384 8192 8192 102400 3960 8192 24576 8192
IPv4 Scale 800 3500 3960 4000 49152 49152 0 8192 65536 3960 38912 57344 0O

Figure 2-1. Nexus 9000 flexible TCAM allocation profiles in ACI

o Intelligent buffering

o It’s not always about having a huge interface buffer available
on your switch, but rather about its intelligent and optimal
utilization. In NX-OS standalone mode, Nexus supports
three buffer-oriented features: Dynamic Buffer Protection
(DBP), Approximate Fair Drop (AFD) and Dynamic Packet
Prioritization (DPP).

14
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DBP controls buffer allocation for congested queues in shared-
memory architecture. It prevents any output queue from
consuming more than its fair share of buffers.

AFD maintains throughput while minimizing buffer consumption
by elephant flows. It aims to distinguish high bandwidth
“elephant” flows from other “mice” flows, and for elephants it sets
higher drop probability.

DPP prioritizes the initial set of 1,023 packets from a new/short-
lived flow. They go to a strictly prioritized queue. All others are
put in the default queue.

In Cisco ACI, you can implement various commonly used QoS
settings as well, from classification into six different traffic classes
through marking, buffering, queuing to ingress/egress policing.

o Encryption technologies

CloudScale ASICs support wire-rate Media Access Control
Security (MACsec) EEE 802.1AE with MACsec Key Agreement
(MKA) protocol and AES_256_CMAC encryption algorithm.
Additionally, in ACI you can ensure datacenter interconnect
(DCI) encryption as well by implementing CloudSec. It’s a
multi-hop MACsec between two VXLAN tunnel endpoints (spine
switches) over a generic L3 network. The currently supported
CloudSec encryption algorithm is GCM-AES-256-XPN.

e Built-in analytics and telemetry

As all the datacenter solutions become more and more complex
these days and mutually integrated, it’s crucial to achieve a
high level of visibility and maintainability. All Nexus devices

are equipped with SW/HW telemetry generators and so-called
flow tables.

In both ACI and stand-alone NX-OS mode, flow tables offer
HW offloaded collections of full flow information together with
additional metadata. They include

15
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o Five-tuple flow info (src/dst MAC address or src/dst IP, src/
dst L4 port and protocol)

o Interface/queue info
o Flow start/stop timestamp
o Flowlatency

o Along with flows, you can also gather the current state of the
whole switch, utilization of its interface buffers, CPU, memory,
various sensor data, security status, and more.

o Telemetry data generation is just the beginning of the whole
workflow, though. You have to gather them to some big data
collector, process them, and then provide intelligent analysis,
recommendations, or speed up the troubleshooting process. For
such tasks for the ACI operation phase, Cisco offers a dedicated
tool named Nexus Dashboard.

CloudScale ASIC Architecture

Each CloudScale ASIC consists of one or more “slices.” A slice is basically an internal
packet processing unit responsible for managing a subset of interfaces connected to the
ASIC. The slice is further divided into ingress and egress parts, each providing different
functions for the transiting traffic. Each slice ingress section connects to all other egress
sections (including its own) via a common slice interconnect (as shown in Figure 2-2),
thus creating full mesh any-to-any connectivity between any two switch interfaces. This
architecture is non-blocking and provides full line-rate speeds for all interfaces and for
all packet sizes.
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Figure 2-2. CloudScale ASIC slices

Let’s dig deeper and look at the packet processing workflow inside the individual
CloudScale slice, as shown in Figure 2-3. On the ingress part of a slice, we receive the
incoming frame through the front switch interface using the Ingress MAC module. It’s
forwarded into the Ingress Forwarding Controller, where the Packet Parser identifies
what kind of packet is inside it. It can be IPv4 unicast, IPv6 unicast, multicast, VXLAN
packet, and so on. Based on its type, just the necessary header fields needed for the
forwarding decision are sent in the form of a lookup key to the lookup pipeline. The
switch doesn’t need to process all of the payload inside the packet. However, it will
still add some metadata to the lookup process (e.g., source interface, VLAN, queue
information).

Once we have a forwarding result, ASIC sends the information together with the
packet payload via the slice interconnect to the egress part. There, if needed, the packet
is replicated, buffered in some specific queue according to the Quality of Service
configuration, and we can apply a defined security policy in case of ACI. After that, ASIC
rewrites the fields and puts the frame on the wire.

Each result of this complex forwarding decision for a packet can be analyzed in
detail using advanced troubleshooting tools like the Embedded Logic Analyzer Module
(ELAM). By using it, you can easily monitor if the packet even arrived in the interface,
and if so, what happened inside the ASIC while doing these forwarding actions. You will
find more about ELAM in Chapter 6.
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Figure 2-3. Packet processing inside the CloudScale ASIC slice

CloudScale ASIC Buffering

Other switches (e.g., Nexus 7000) that use ingress buffering can suffer from a

performance-limiting phenomenon called head-of-line blocking. It happens when

a congested egress interface causes backpressure on a particular ingress (even faster)
interface, while preventing traffic delivery to other, non-congested egress interfaces.

A solution for this behavior is to implement virtual output queuing (VOQ) or to use
some credit system, but it adds another layer of unnecessary complexity to the whole
system. This all is eliminated by changing the buffering architecture when speaking
about ACI underlay switches. The Nexus 9000 platform exclusively uses egress buffering.
The main motive for doing so is to simplify packet manipulation, Quality of Service
implementation, and completely avoid head-of-line blocking.

Each CloudScale ASIC (and its slice) in general comes with dedicated egress bulffer,
which is shared for all ports managed by this slice. Interfaces from slice 0 cannot use any
buffer available in slice 1. We buffer individually unicast and multicast traffic, so thanks
to that, we can apply different Quality of Service setting for both traffic classes.

Different ASIC types with their buffers are shown in Figure 2-4.
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Figure 2-4. CloudScale ASIC buffering

Now, let’s have a look at the wide palette of device options when choosing from the
Nexus 9000 family of switches to build the ACI underlay fabric.

Nexus 9500: Modular Chassis Switches

Nexus 9500s are known for their reliability, high internal throughput, significant interface
density, and power and cooling efficiency (chassis doesn’t have any solid backplane or
midplane, therefore optimal airflow is achieved). An interesting fact is their architectural
versatility. By combining various line cards and fabric modules, you can decide if the
chassis becomes a modular CloudScale platform and will be used for a standalone
VXLAN EVPN leaf/spine switch or an ACI leaf/spine managed by the APIC. Additionally,
with Nexus 9500, there are multiple options to use cheaper Broadcom’s ASICs (Jericho
and Jericho+) to support specific use cases. For example, R series line cards and fabric
modules are suitable for applications requiring deep buffering (bringing 4GB to 24GB
interface packet buffers). In that case, Nexus 9500 can serve as a “more traditional” L2/
L3 vPC device. For the purpose of this ACI-focused book, I will further describe only a
CloudScale-based architecture and its components.

In the Nexus 9500 family branch, we can choose from three main chassis options,
based on the amount of line card slots needed:

e Nexus 9504 (4 line cards slots)
e Nexus 9508 (8 line cards slots)
e Nexus 9516 (16 line cards slots)

Each chassis consists of multiple components, and while some of them are common
for all chassis models, others are device-specific.
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Chassis-Specific Components

Based on the size of the chassis, you have to choose specific fabric and fan modules. In
the following section, I will describe them in more detail.

Fabric Module

Internally, Nexus 9500 is designed (architecture-wise) as a leaf-spine topology itself.
Each fabric module (FM) inserted from the rear of the chassis comes with one or
multiple CloudScale ASICs and creates a spine layer for the internal fabric. On the
other hand, line cards with their set of ASICs act as leaf layer connected with all fabric
modules. Together they provide non-blocking any-to-any fabric and all traffic between
line cards is load balanced across fabric modules, providing optimal bandwidth
distribution within the chassis (see Figure 2-5). If a fabric module is lost during the
switch operation, all others continue to forward the traffic; they just provide less

total bandwidth for the line cards. There are five slots for fabric modules in total. If
you combine different line cards inside the same chassis, the fifth fabric module is
automatically disabled and unusable. This is due to the lack of a physical connector for
the fifth module on all line cards (at the time of writing) except for X9736C-FX, which
supports all five of them. Generally, you can always use four fabric modules to achieve
maximal redundancy and overall throughput.
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Optional
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Figure 2-5. Nexus 9500 internal architecture

The following fabric modules are available for Nexus 9500s:

e FM-G for 4-slot and 8-slot chassis with L.S6400GX ASIC that provides
up to 1.6 Tbps capacity per line card slot.

o FM-E2 for 8-slot and 16-slot chassis with S6400 ASIC that provides up
to 800 Gbps capacity per line card slot.

o FM-E for 4-slot, 8-slot, and 16-slot chassis with older ALE2 ASIC that
provides up to 800 Gbps capacity per line card slot.

Note All fabric modules installed in the chassis should be of the same type.

Fan Module

The Nexus 9500 chassis uses three fan modules to ensure proper front-to-back airflow.
Their speed is dynamically driven by temperature sensors inside the chassis. If you
remove one of the fan trays, all others will speed up 100% to compensate for the loss of

cooling power.
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There are two types of fan modules available that are compatible with specific fabric
modules:

o FAN for FM-E, FM-E2

o FAN2 for FM-G

Common Chassis Components

The following components can be used in any chassis size and provide the main control
plane and management functions for the whole system.

Switch Supervisor Engine

Supervisor modules come in a pair, and they manage all the switch control plane
operations. They are deployed in active-standby fashion to dedicated physical slots
(they don’t take up space for other linecards). In case of any disruption to the active
supervisor (or manual failover initiation), they have the ability to do a stateful switchover
(SSO) to standby one, without losing any information or need for the control plane
protocol data refresh.

As you can see in Table 2-1, there are currently four supervisor models to choose
from and your choice depends on the expected control plane utilization. More powerful
supervisor can handle larger datasets, do the faster reload/upgrade, or provide more
resources for the potential containers running on top of the NX-OS system.

Table 2-1. Nexus 9500 Supervisors

N9K-SUP-A N9K-SUP-A+ N9K-SUP-B N9K-SUP-B+
Processor 4 core, 4 thread 4 core, 8 thread 6 core, 12 thread 6 core, 12 thread
1.8GHz x86 1.8GHz x86 2.2GHz x86 1.9GHz X86
DRAM 16GB 16GB 24GB 32GB
SSD 64GB 64GB 256GB 256GB
MTBF 312,070 414,240 292,110 421,040

Hours
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System Controller

As you already know, the supervisor is responsible for handling all control plane
protocols and operations with them. A redundant pair of systems controllers further
helps to increase the overall system resiliency and scale by offloading the internal non-
datapath switching and device management functions from the main CPU in supervisor
engines. The system controllers act as multiple internal switches, providing three main
communication paths:

o Ethernet Out of Band Channel (EOBC): 1 Gbps switch for intra node
control plane communication. It provides a switching path via its
own switch chipset, which interconnects all HW modules, including
supervisor engines, fabric modules, and line cards.

o Ethernet Protocol Channel (EPC): 1 Gbps switch for intra node data
protocol communication. Compared to EOBC, EPC only connects
fabric modules to the supervisor engines. If any protocol packets
need to be sent to the supervisor, line card ASICs utilize the internal
data path to transfer the packets to fabric modules. They then
redirect the packet through EPC to the supervisor.

e System Management Bus (SMB): A redundant communication path
for management of power supply units and fan trays

Power Supply Unit

The Nexus 9500 chassis can use 4 to 10 power supplies, based on the chassis size.
All of them are hot-swappable and support either AC or DC, besides one universal
high voltage AC/DC model. The combination of line cards and fabric modules used
inside the chassis then determines the ability to support configurable power supply
redundancy modes:

e Combined (nonredundant): This setting doesn’t provide any power
redundancy. The maximum usable power is the total power capacity
of all power supplies.
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e insrc-redundant (grid redundancy): If you want to use grid
redundancy, you have to correctly connect each half of the power
supplies to different grid slots. The total power available will be the

amount of power from one grid.

e ps-redundant (N+1 redundancy): One of the available power
supplies is considered an extra and can fail to still fully fulfill the
power needs of the chassis.

Line Cards

Several line card options are available and universally compatible with any chassis

size. For the purpose of this book, I will list only models related to the Cisco ACI
architecture. As I've already described, they need to be based on CloudScale ASICs and
you can deploy them only as ACI spine switches. The choice depends on the number of
interfaces, their speeds, or, for example, CloudSec DCI encryption support needed in
your final design. Internal TCAM scalability for the purpose of ACI is consistent across
all models and allows you to handle 365,000 database entries. TCAM entry is used for
saving information about MAC, IPv4, or IPv6 address of endpoints visible in the fabric
for any host connected to ACI. See Table 2-2.

Table 2-2. Nexus 9500 ACI Spine Line Cards

Line Card Interfaces Performance Usable Fabric CloudSec
Modules

X9716D-GX  16x 10/25/40/50/100/400G 12.8 Thps 4 Yes
QSFP-DD

X9736C-FX  36x 10/25/40/50/100G 7.2 Thps 5* Yes (28-36
QSFP28 ports)

X9732C-EX  32x 10/25/40/50/100G 6.4 Thps 4 No
QSFP28

Note “*Inside one chassis you can combine different line cards, but in such
a case, the fifth fabric module will be disabled and you won’t get maximum
throughput for X9736C-FX.
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Nexus 9300: Fixed Switches

All currently available fixed Nexus 9300 models are exclusively based on already
discussed CloudScale ASICs and they support both standalone NX-OS and ACI
operation modes. The decision of which to choose is based on interface types, their

speeds, telemetry support, FibreChannel support, or scalability for various ACI tasks.

In general, -FX and -GX models have greater TCAM memory available for control plane

operations, supporting up to 256,000 MAC or host IP entries. See Table 2-3.

Table 2-3. Nexus 9300 ACI Switches

Switch Interfaces Maximal ACI MACSec
Model Throughput Leaf/ Support
Spine
9316D-GX 16x 10/25/40/50/100/200/400G QSFP-DD 6.4 Thps Both No
93600CD-GX 28 x 100/40G QSFP28 and 8 x 400/100G 6.0 Thps Both No
QSFP-DD
9332D-GX2B  32x 10/25/40/50/100/200/400G QSFP-DD 12.8 Thps Both No
9364C-GX 64 x 100/40G QSFP28 12.8 Thps Both No
9348D-GX2A  48x 10/25/40/50/100/200/400G QSFP-DD 19.2 Thps Both No
9364D-GX2A  64x 10/25/40/50/100/200/400G QSFP-DD 25.6 Thps Both No
9332C 32x 40/100G QSFP28 and 2x 1/10G SFP+ 6.4 Tbps Spine Yes
only
9364C 64x 40/100G QSFP28 and 2x 1/10G SFP+ 12.84 Thps Spine Yes
only
9336C-FX2  36x 40/100G QSFP28 7.2 Tbps Leaf only Yes
9336C-FX2-E 36x 40/100G QSFP28 7.2 Thps Leaf only Yes
93180YC-FX  48x 1/10/25G SFP28 and 6 x 40/100G 3.6 Thps Leaf only Yes
QSFP28
93240YC-FX2 48x 1/10/25G SFP28 and 12x 40/100G 4.8 Thps Leaf only Yes
QSFP28
(continued)

25



CHAPTER 2  ACI FUNDAMENTALS: UNDERLAY INFRASTRUCTURE

Table 2-3. (continued)

Switch Interfaces Maximal ACI MACSec
Model Throughput Leaf/ Support
Spine

93360YC-FX2 96x 1/10/25G SFP28 and 12x 40/100G 7.2 Tbps Leaf only Yes
QSFP28

93180YC-FX3 48x 1/10/25G SFP28 and 6x 40/100G 3.6 Tbps Leaf only Yes
QSFP28

93108TC-FX  48x 100M/1/10GBASE-T and 6x 40/100G  2.16 Thps Leaf only Yes
QSFP28

9348GC-FXP  48x 100M/1G BASE-T, 4x 1/10/25G SFP28 969 Gbps Leaf only Yes
and 2x 40/100G QSFP28

93108TC- 48x 100M/1/2.5/5/10G BASE-T and 6x 2.16 Thps Leaf only Yes

FX3P 40/100G QSFP28

Now with all this knowledge about the Nexus 9000 hardware platform, let’s have a

closer look how it’s used for ACI.

ACI Underlay Networking

In the following sections, you will get an overview of ACI’s underlay network, control

plane and data plane operations, and supported multi-dc architectures.

ACI Leaf-Spine Fabric Topology

As shown in Figure 2-6, ACI uses a very simple and deterministic two-layer leaf-spine

topology interconnected into a fabric. Each leaf switch is connected to all spines using

at least one physical interface, while switches on the same level don’t require mutual

interconnection (resulting in cabling optimization compared to traditional NX-OS vPC

designs).
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The leaf-spine topology offers simple scalability. The overall bandwidth capacity
of the whole ACI fabric is based on amount of spine switches used. Each spine
adds another and concurrent path for traffic to be sent between any leaf switch. For
production ACI fabric, the general recommendation is to use at least two spines. This
preserves the necessary redundancy in case of failure and allows you to upgrade
them one by one without affecting the production traffic. Adding a new spine switch
is just matter of connecting it correctly to the fabric; after registration in APIC, it will
automatically become a fabric member without disrupting already deployed devices.

On the other hand, if you need to scale your access interfaces, all you need to do
is deploy a new leaf switch (or pair), similar to the previous case. Each new leaf will
become part of the fabric and the control plane will converge automatically, all without
affecting already running devices.

This simplicity applies analogically when removing any device from ACI. To make
sure you won'’t cause any service disruption in your production network, ACI offers
maintenance mode (commonly known also as the graceful insertion and removal
feature). If enabled on some ACI switch, this switch is not considered part of the
underlay network anymore and all control plane protocols are gracefully brought down.
Additionally, all host interfaces are shut down.

Nexus 9300 / 9500 Spines Switches

Nexus 9300 Leaf Switches

Figure 2-6. ACI leaf-spine fabric
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To summarize each layer’s purpose for ACI, leaf switches provide the following:

End host connectivity (bare metal servers, virtualization hosts)

APICs connectivity (from version 5.2.(1), APICs can be connected to
ACI also using a generic L3 network. You will find more information
about this option in Chapter 3.)

External L3 connectivity (legacy L3 network, WAN, Internet)

External L2 connectivity (legacy switched network, indirectly
connected endpoints)

Security policies enforcement and policy-based redirect

VXLAN encapsulation and decapsulation

Spine switches provide

A powerful forwarding backbone
A complete endpoint database

Secure DCI Connectivity when using ACI Multi-Pod or Multi-Site
architectures

Note

You cannot connect any ACI endpoint to the spine layer.

The speed of ACI underlay interconnections has to be at least 40 Gigabits, but it
can go as high as 400 Gig these days. A minimum speed is enforced and checked. ACI
also automatically checks all its wiring based on the Link Level Discovery Protocol
(LLDP), which is used also during automatic fabric discovery, so you don’t need to
worry if some mistake is made during the cabling phase. Incorrectly cabled interfaces
will be suspended and won’t cause any problems. Should you need more bandwidth for

individual leaves, you can always connect more than one uplink to each spine.

ACI Underlay Cabling Options

Speaking about ACI fabric wiring, it’s good to be aware of your options when designing
the physical layer of the underlay network. First of all, to ensure dynamic discovery of all
fabric devices, you should connect leaves to spines using default fabric interfaces.
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In general, these are the last six high-speed QSPF interfaces of the individual leaf

switches. Besides them, if the leaf is already registered to the fabric and managed by the

APIC, you can convert its downlinks (end-host interfaces) to fabric ports as well. And the

same applies the opposite way: if needed, you can covert the default fabric interface to a

downlink, except for the last two interfaces of each leaf. All these interface manipulations

require a switch reload before the change can take effect.

For the interconnection itself, you can use two main cable types:

1.

Direct attach cables (DAC): Already pre-manufactured and ready
to use cable with fixed QSFP transceivers on both sides. There

are passive copper models and active optical direct attach cables
(AOCs). 40/100/400G passive DAC cables can reach up to 5m and
AOC up to 30m. If such lengths are sufficient for your planned
cable runs between DC racks and you are able to install additional
horizontal cabling, using DACs can bring significant benefits:

a. Cost: Up to 50-80% lower price compared with two individual QSPF
modules plus fiber.

b. Power consumption: One 100G QSPF consumes around 3.5 to 4 W and
12W in case of 400G, compared with 1.5W for passive DAC or 3.5W (100G)
and 12W (400G) of active optical cables.

QSFP transceivers plus an optic patch cord: If your datacenter
facility comes with horizontal cabling already in place with
patch panels in your racks, or the distance between some
devices exceeds 30m, you can reach for individual 40/100/400G
QSFP transceivers and optical patch cables. Here you need

to differentiate between fiber types, connectors, and link
lengths needed:

a. Multimode fiber: Multimode allows you to use either MPO-12 (12 fibers)
or LC-LC (2 fibers) connectors, both with a maximum reach of 100m when
connected with OM4 cable standard.

b. Singlemode fiber: Longer distances can be reached using singlemode
fibers and LC-LC connectors. The maximum length for 100G transceivers
without any DWDM technology in between is 40km.
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ACI Control Plane and Data Plane Overview

All leaf-spine underlay interfaces are purely L3 point-to-point. They use the IP
unnumbered feature, so you won’t find any IP addresses configured for them on the
switches. There is no Spanning Tree Protocol running inside the fabric. Forwarding
between leaves relies on unique VXLAN Tunnel Endpoint (VTEP) IP addresses,
represented by loopbacks and assigned automatically by APIC to each switch during the
initial registration to the fabric. APICs themselves have their own VTEP address as well.
Each VTEP IP address is then advertised to the rest of the switches by the Intermediate
System-to-Intermediate System (IS-IS) protocol, utilizing Level 1 adjacencies. Don’t
worry; there is no need to have any deeper IS-IS knowledge to deploy and operate

ACI. The protocol runs by default without user intervention. Although I don’t
recommend it, you still have configuration options to tweak some IS-IS properties. They
include MTU used, protocol metrics, or internal shortest path first (SPF) timers.

When the leaf switch needs to send a packet from locally connected endpoint whose
destination is behind some other remote leaf, it will encapsulate the data into a VXLAN
header and put a source/destination VTEP IP address in the outer IP header fields (as
shown in Figure 2-7). If the destination isn’t known yet, the leaf can forward a packet to
one of the spine switches (chosen by ECMP hash) and try destination resolution there
using a distributed endpoint database.

L3 P2P Interfaces

1S-IS
COOP
MP-BGP
Original
VTEP DA VTEP SA VXLAN Ethernet

Payload

Figure 2-7. Internal ACI fabric forwarding
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Spine switches act in ACI as the endpoint knowledge base. As soon as any leaf
identifies a new locally connected endpoint, it will update a spine endpoint database
with this information using Council of Oracles Protocol (COOP). COOP is the second
part of ACI’s main control plane together with IS-IS. As a result, spines in ACI always
know the entire endpoint information and they always synchronize any changes
between them via COOP. If neither leaf nor spine is aware about particular endpoint, you
won’t be able to communicate with it. In some cases, covered later in this book, a spine
can still proactively try to resolve unknown endpoint addresses using the so-called ARP
gleaning process, but if it still won’t help, the communication is dropped.

Then we have the third important control plane operation: external information
management. External prefixes and endpoint information from outside the particular
fabric are distributed between leaves and spines using Multi-Protocol Border Gateway
Protocol (MP-BGP). Prefixes are mutually redistributed on border leaves between
MP-BGP and static information or dynamic routing protocols based on configured
application policies. MP-BGP uses the concept of redundant route reflectors (RRs)
represented by spines to optimize number of BGP peerings needed inside the fabric. You
will look deeper at control/data plane operations and forwarding inside the fabric during
Chapter 6.

ACI Architecture

Even though some ACI implementations start small, by deploying just one fabric,
organizations sooner or later want to expand their datacenter infrastructure. It always
makes sense to have geo-redundant datacenter facilities, with flexible networking
available for each site. But how to get there? Ideally as quickly and simply as possible,
without affecting already deployed resources or compromising already created security
policies. You have wide variety of options when deploying multi-datacenter ACI fabric or
expanding the already existing implementation. The following sections will describe all
of them in detail.

Multi-Tier ACI Fabric

Starting with ACI software version 4.1(1), you can create a multi-tier fabric topology
that allows you to connect uplinks of second layer leaves to first layer leaves instead of
spines (see Figure 2-8). This can come in handy when longer cable runs are needed
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between distant datacenter rooms or floors and you cannot reach the spines directly, or
when there is not enough horizontal cabling available in the datacenter to connect more
distant leaves with all spines.

( 2
Nexus 9300 / 9500 Spines

. J

Figure 2-8. Multi-tier ACI underlay fabric

I used Tier-2 leaves several times for implementing server management layer
utilizing “low speed” copper RJ-45 switches (Nexus 9348GC-FXP), while server data
interfaces were connected to the main and “fast” Tier-1 leaves. When there is no
dedicated out-of-band infrastructure available for servers in the DC, this design brings
areliable and quite redundant way to access your servers and all are centrally managed
using APICs, without increasing the administration load.

Another physical deployment use case for multi-tier ACI is positioning spines to
dedicated network racks in the datacenter room. Then the Tier-1 leaves are installed as
end-of-row (EoR) “aggregation” for each compute rack row and the Tier-2 leaves serve
as a top-of-rack (ToR) switches. This way you can shorten cable runs inside the DC room
and optimize your use of horizontal cabling (many times including patch panels in each
rack). See Figure 2-9.
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Figure 2-9.

T2 Leaf4-1
T2 Leaf4-2

T2 Leaf4-3
T2 Leaf4-4

T2 Leaf4-5
T2 Leaf4-6

Multi-tier ACI rack design

Network
rack

Each Tier-2 leaf can be easily connected with more than two Tier-1 leaves (an

advantage compared to vPC). The limiting factor here is just the ECMP load balancing,

currently supporting 18 links.

Configuration-wise you have to use fabric interfaces for the interconnection. In ACI,

each Nexus 9K has some default fabric interfaces (usually high-speed uplinks, or the last

four-six interfaces) and you can in addition reconfigure any host port to a fabric uplink,

after the switch gets registered with APIC. Here is the recommendation when deploying

a Tier-2 architecture:

o Ifyou plan to connect APICs to the Tier-2 leaf, at least one default

fabric interface of the Tier-2 leaf has to be connected with the default

fabric interface of Tier-1 leaf. Otherwise, APIC won’t be able to

discover and provision the Tier-1.
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e Even if no APIC will be connected to the Tier-2 leaf, it’s a good
practice to have at least one interconnection between tiers using
default fabric interfaces in case of the Tier-2 switch recovery after
factory reset.

From a functional point of view, there is no difference between two leaf layers. You
can connect APICs, endpoints, services devices, or external switches/routers to them.

ACI Stretched Fabric

As your business grows and you deploy multiple redundant datacenters, one of the
challenges is how to interconnect their networking solutions and maintain the expected
flexibility and consistency, without increasing the operation complexity. ACI is an ideal
solution for automating network infrastructure across multiple DC sites. Here, I will
describe the simplest design option, which is stretched fabric (as shown in Figure 2-10).

( 1 ( 1

Transit Leafs Transit Leafs

APIC Cluster

{ J J

Figure 2-10. ACI stretched fabric

The stretched fabric is still a single ACI fabric. All datacenters are part of the
common administration domain and one availability zone. They are configured and
monitored by a single APIC cluster as the one entity, preserving all the fabric capabilities
across the different locations. A maximum of three sites can be part of this stretched
fabric design.
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In each fabric, choose at least one, but optimally two, transit leaves, which will be
interconnected with all spine switches at a remote site. 40G interface speed is required
and enforced for these links, similar to standard ACI fabric.

From a redundancy point of view, it’s recommended to provision at least a three-
node APIC cluster with two nodes deployed at the main site and one node in the
other site. The main site can be considered the one with the majority of switches, the
active site, or the main from other operational perspectives. Every change in the ACI
configuration is automatically replicated to all APIC cluster nodes in the stretched fabric.
This synchronous replication of APIC databases brings us to the important latency factor
for a proper cluster performance. You have to ensure maximal 50ms round-trip time
(RTT) between APIC nodes.

Maybe you are asking yourself, what happens when the interconnection between
these stretched sites is lost? Can I possibly lose the configuration or any data? The
answer is no. In such a case, both fabrics continue to work independently and traffic
forwarding inside them is not affected. Information about new endpoints is distributed
using Council-of-Oracles Protocol (COOP) only to local spines, but as soon as the
interconnection is restored, they will merge their databases. What will be affected during
the outage, though, is configurability of the fabric. An APIC cluster needs a quorum
in order to be configurable; the majority of cluster nodes have to be available, or the
configuration becomes read-only. Therefore, if we lose an interconnect, only the first
site with two APIC nodes will be configurable; the second one can be monitored by the
local APIC, but without permission to do any changes. After the link is restored, their
databases will be synchronized as well. A more serious situation is if the first datacenter
is lost completely due to some natural disaster, for example. Then we end up with read-
only second fabric only. We can avoid this condition by deploying a fourth standby APIC
node in the second site and, in case of need, add it to the cluster to regain the quorum.
For more information about APIC clustering, refer to a later section of this chapter.

From a configuration point of view, stretched fabric has no specific requirements;
the control plane is provisioned automatically. You just need to cable the devices
accordingly.

Even though the stretched fabric offers a quite simple architecture, it’s not always
feasible to implement it and there are drawbacks. Many times, you don’t have enough
available fiber cables between the datacenter rooms. Sometimes the sites aren’t
even connected directly but by using intermediate service provider, offering just L3
services. Or there is more scalable architecture needed than three locations. With the
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release of newer software versions for ACI, the drawbacks of stretched fabric were
addressed by introducing new design options. Now we have capabilities to extend the
DC infrastructure in a simpler yet powerful way (feature-wise). Therefore, in the next
sections, you will look at Multi-Pod and Multi-Site ACI architectures, which are from a
practical point of view more optimal, they support a broader set of features, and their
scalability is increased to 14 sites, each consisting of 25 Pods (at the time of writing this
book). During the design phase of a Multi-DC ACI deployment, I definitely recommend
going for one of the following options rather than stretched fabric if possible.

ACI Multi-Pod Architecture

Since ACI version 2.0, Multi-Pod architecture has been the natural evolution of
previously described stretched fabric, aiming to connect geo-redundant ACI fabrics
without increasing the operational requirements and complexity. Multi-Pod is still
managed by single APIC cluster and configured as one entity, but compared with the
stretched fabric, it brings several enhancements to isolate as much as possible failure
domains between fabrics.

As you can see in Figure 2-11, Multi-Pod separates the control plane protocols
between Pods. IS-IS, COOP, and MP-BGP peerings run locally inside each Pod,
therefore any potential issue with one fabric is not propagated or affecting all others.
For interconnection between different Pods, we use spine switches either connected to
generic L3 network called an Inter-Pod Network (IPN), or you can interconnect them
directly back to back (from ACI version 5.2(3)). However, the back-to-back option limits
the architecture to two Pods only, without further expansion support (remote leaves or
multi-site).

All created ACI policies for workloads are made available between each Pod, so
you have freedom and total flexibility for connecting your endpoints anywhere needed.
Workload migrations, connectivity failover, or insertion of various L4-L7 service
devices are easy as well. In general, there are no feature limitations compared to single
ACI fabric.

Multi-Pod is convenient also from an APIC cluster perspective. You can simply
spread the cluster nodes between Pods, making their operation more reliable and fault
tolerant. When the interconnection between Pods is lost, the ACI behaves the same as in
the stretched fabric case. The part of the fabric with the APIC quorum (more than a half
of available nodes) will be configurable; the other one stays in read-only mode. But in
any case, the whole network will continue to work as expected and without any issues.
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Note There is no need to have APIC in each and every Pod. Even without any controller,
but with working IPN connectivity, the Pod is manageable and fully configurable.

Inter-POD
Network

=MP-BGP CP;

APIC Cluster ar |

Figure 2-11. ACI Multi-Pod architecture

To ensure proper Inter-Pod forwarding, the ACI control plane utilizes a new set of
MP-BGP peerings between the spines of Pods, exchanging the routing, endpoint and
multicast group information (in the form of BGP VPNv4/VPNv6 and L2VPN EVPN
NLRIs). When deploying Multi-Pod, you can either choose to use full mesh BGP peerings
or route reflector servers (RR). The general recommendation from Cisco is to use the first
option whenever possible: full mesh peerings and with only two spines acting as BGP
peers in each Pod, independently from the overall number of spines across all the Pods.
Changes to the BGP database are internally distributed to non-BGP spines using COOP.

A multi-Pod data plane uses VXLAN encapsulation for packet forwarding between
Pods to achieve seamless L2 and L3 services across the common infrastructure. The VXLAN
header carries the same, unaltered information end to end. For detailed information about
control and the data plane operation in a Multi-Pod design, see Chapter 6.
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Currently, you can deploy as many as 25 Pods, which makes this architecture
perfect for scaling further from single datacenter deployments. Multi-Pod commonly
finds its usage in various campus datacenters or colocation facilities consisting of
multiple buildings that comprise a single logical datacenter. A disaster recovery
datacenter is another use case, and you gain easier and faster recovery times by avoiding
configuration inconsistencies. In public cloud terminology, the ACI Multi-Pod is similar
to availability zones inside some particular region.

Inter-Pod Network (IPN)

To interconnect multiple Pods, we can use a generic intermediate L3 network called
Inter-Pod Network (IPN). This IPN acts as an ACI underlay extension, but it’s not
managed by the APIC cluster. APIC doesn’t check the interface speed used in the IPN, so
you can go as low as 1G or 10G if it covers your throughput needs among the datacenters.
Keep in mind that this interconnection should accommodate your control and data
plane throughput requirements.

IPN has several requirements that need to be supported in order to deploy a Multi-
Pod AClI infrastructure. It’s recommended whenever possible to use dedicated IPN
devices based on the CloudScale Nexus 9000 family to make sure they will provide
the expected feature sets, Quality of Service tools, and forwarding performance, but
in general, you can use any other L3 service provided by your local service provider.

I’'ve implemented an IPN in the form of universal VXLAN BGP EVPN fabric based on
standalone Nexus 9000s in NX-OS mode (resulting in VXLAN in VXLAN encapsulation
but working perfectly fine for ACI).

The following IPN features need to be considered prior to making a design decision for
Multi-Pod, and if some of them are not available, you can still implement other variants:

o P2P L3 subinterfaces: Spine switches use point-to-point routed
subinterfaces when connecting to IPN, with all frames tagged using
VLAN 4. This specific is not configurable, so it’s important to choose
IPN devices capable of creating multiple VLAN 4 subinterfaces on
different physical interfaces at the same time.

e OSPF/BGP protocol: IPN has to support dynamic routing in order to
exchange external VTEP addresses between spine switches used for
VXLAN encapsulation and loopback addresses on MP-BGP control
plane peerings. OSPF was initially the only option, but from ACI
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version 5.2(3), BGP support was added. Alternatively, static routing
can be used, but you have to consider more difficult maintainability
and human-error susceptibility when (re)configuring static routing.

Higher MTU: As we already know, ACI Multi-Pod uses end-to-end
VXLAN encapsulation for data transport. We need to count with
that in IPN network as well by increasing the available Maximum
Transport Unit (MTU), and thus avoid any fragmentation. VXLAN
adds 50B to the original header, so the minimal IPN MTU would be
1550 (or even higher if other encapsulation is used on the transport).
If possible, it’s a best practice to configure your IPN network to
support the highest JumboMTU (9216) and prevent any problems
caused by this requirement. The maximum MTU used for end host
interfaces in ACI is 9000 so you would ensure significant reserve even
for the biggest packet possible.

DHCP relay: In a multi-Pod environment, you use one particular
“seed” Pod from which the fabric discovery process is initiated (for
more information, refer to Chapter 3). All other remote switches use
DHCP to discover messages to reach the seed APICs and get their
VTEP IP address to be used subsequently for provisioning. In general,
the DHCP discover packet is sent as broadcast, so in order to transport
it over IPN from the remote Pod, you need to configure the DHCP relay
agent. It will take the broadcast discovers and forward them as unicasts
to the IP addresses of APICs. Note that in the Multi-Pod environment,
you don’t need to necessarily have APICs in each deployed Pod.

PIM Bidir multicasts: Each Layer-2 segment in ACI (called bridge
domains and explained later) is assigned with an IP multicast group
address from a predefined IP pool. When sending multi-destination
BUM traffic (broadcasts, unknown unicasts, and multicasts), ACI
uses multicast delivery both internally and over the IPN network. To
support this transport, PIM Bidir with a phantom rendezvous point
(RP) configuration is needed. If you are not familiar with multicast
routing, I recommend looking up the general multicast concepts
beforehand. I will cover PIM-Bidir with a practical configuration
example for IPN in Chapter 3.
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e Quality of Service (QoS): ACI allows you to classify and apply QoS
policies to six user-defined traffic levels plus four internal control
plane levels. It’s important when deploying ACI Multi-Pod to
consider both APIC and a IPN QoS configuration to ensure proper
end-to-end prioritization of important traffic, especially the control
plane. Although QoS configuration is not mandatory for Multi-Pod to
work, it’s highly recommended.

Sometimes all these features may seem overwhelming at first sight, and you may
think they add too much complexity to the architecture, but at the end of the day,
when we go through the whole IPN configuration later, you will realize how nicely they
cooperate together to provide robust, flexible, and optimal forwarding between the
distant datacenters.

ACI Multi-Site Architecture

Even though ACI Multi-Pod has many advantages and brings operational simplicity

to managing a multi-datacenter network infrastructure, sometimes there is a need for
complete isolation across different networks and tenants around the globe without any
RTT restrictions. ACI Multi-Site is the next evolution step in this architectural palette,
introduced in version 3.0.(1).

As shown in Figure 2-12, ACI Multi-Site enables you to interconnect independent
ACI fabrics with their own APIC clusters to achieve flexible L2 or L3 services and apply
consistent policies in different distant regions.

Multi-Site architecture shares multiple common functional specifics with Multi-Pod.
The control plane is based on MP-BGP, which signals prefixes and endpoint information
between the sites. The data plane again uses VXLANSs to provide Layer 2 as well as Layer
3 services on top of the common underlay network. Although each fabric is independent
this time, you still have a possibility to insert L4-L7 service devices into the datapath
between endpoints, or to achieve automatic external connectivity failover between
multiple sites in case of potential outage. Furthermore, this fabric independence can
become handy when you want to deploy new applications, test a new feature, or upgrade
to a new ACI version, but without worries that all your datacenters will be affected by
such a change. I've worked for several bank clients that ended up with a Multi-Site
ACI design due to regular disaster recovery tests in their datacenters. If you as a bank
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shut down the entire datacenter (while you have only two of them), that is exactly the
moment when you want to have 100% confidence that the other is working as expected
on its own.

Inter Site Network

WAN IP
Connectivity

m APIC Cluster am
. J ( J

Figure 2-12. ACI Multi-Site architecture

In order to achieve connectivity between spines of different sites, this time we use
a generic inter-site network (ISN). Compared with an IPN, an ISN doesn’t need any
multicast or DHCP relay support. Although the multi-destination BUM traffic within
each site is still delivered using multicasts, when a multicast packet needs to be sent to
any remote site, spines perform so called head-end replication. Each multicast packet
is replicated to multiple unicast packets, and they are sent to destination ACI sites via
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the ISN. What we still have to count with, though, is increased MTU due to additional
VXLAN headers and dynamic routing over a statically defined VLAN 4 between the spine
and ISN switch. Back-to-back spine connection is supported as well, but between two
sites only.

A significant emphasis is put on security in transit among the datacenters when
deploying Multi-Site. Since ACI version 4.0(1), the CloudSec feature is available,
allowing you to line-rate encrypt multi-hop L3 traffic between spine VTEP addresses
using a 256-bit AES algorithm.

Remember that each site uses its own APIC cluster in Multi-Site. But still, in case of
need, we have to achieve configuration, security, and administration consistency among
them. Therefore, a new component needs to be introduced into the architecture: Nexus
Dashboard Orchestrator.

Nexus Dashboard Orchestrator

Nexus Dashboard is a unified modular software platform built on containers, running
independently of APIC nodes, and integrating several additional applications. I won’t
cover most of them in this book as they are not relevant to our current topics, but for
your reference, Nexus Dashboard supports the following modules:

¢ Orchestrator: An important application for managing ACI Multi-Site
architecture discussed in this section

o Network Insights: Big data analytics platform, used for gathering and
processing telemetry data from NX-OS and ACI Nexuses 9000

o Fabric Controller: Provisioning and management tool for stand-
alone NX-OS architectures (simple L2/L3 vPC domains and VXLAN
BGP EVPN fabrics)

e Nexus Data Broker: Centralized management for TAP/SPAN data
replication around the network infrastructure based on Nexus 9000

Now let’s get back to ACI Multi-Site. The Nexus Dashboard Orchestrator (NDO)
component acts as the ACI inter-site policy manager and centralized management layer
to provision, monitor, and handle the full lifecycle of networking policies within the
connected sites (as shown in Figure 2-13). Additionally, it ensures policy consistency.
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Figure 2-13. Nexus Dashboard Orchestrator multi-site management plane

It’s the Orchestrator that automatically configures spines for ISN features and
runs the MP-BGP peering between each other. You just establish a connection with
the management interfaces of the APIC clusters, and from then on, part of the ACI
configuration will happen in NDO instead of individual APICs. Based on your needs, you
can choose to which sites the configuration will be pushed.

There are three deployments options available for the Nexus Dashboard platform:

o Physical appliance cluster: Three (expandable to six) dedicated
physical servers, formerly known as the Cisco Application Service
Engine, orderable directly from Cisco
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e Virtual machines: Cluster of up to six VMs, delivered either as an
.ova file for VMware or .qcow2 for Linux KVM virtualization

¢ Public cloud: AWS or Azure can be used as well to host the Nexus
Dashboard

Nexus Dashboard Orchestrator uses the Representational State Transfer (REST) API
when communicating with APICs. It needs either connectivity with APIC’s out-of-band
interface (which is highly recommended from my point of view), an in-band interface,
or both. By using a dedicated and separated out-of-band infrastructure for NDO to the
APIC communication, you ensure manageability of all ACI sites even during any issues/
outages of internal ACI forwarding or problems with in-band access, which can be
caused outside of ACL

NDO additionally brings another open northbound REST AP], so you can include the
whole ACI Multi-Site architecture further in the orchestration layer of your preference.

Cloud ACI

Nowadays, for a majority of companies it’s a must to somehow consume public cloud
services for their IT architecture. From a business, functional, or operation perspective,
public clouds bring significant improvement in reliability, flexibility, elasticity, and
costs (mainly in form of operating expenses, OPEX) compared with running your own
infrastructure.

ACI Multi-Site architecture, thanks to Nexus Dashboard Orchestrator, is not
limited to automating on-premises ACI deployments only. We can move with a whole
networking infrastructure to the cloud as well (as shown in Figure 2-14). As of ACI
version 5.2(3), Amazon Web Services and Microsoft Azure are supported, with other
cloud vendors on the roadmap.
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Figure 2-14. ACI Anywhere - Cloud ACI

With Cloud ACI deployment, we reuse all the concepts discussed before in the

Multi-Site architecture. On-premises leaf-spine ACI fabric is via a generic L3 ISN

connected with virtual CSR1000v routers running in the cloud environment. Their

lifecycle is completely managed from creation through maintenance and upgrades to

termination by Nexus Dashboard Orchestrator. NDO is used to set up the control and
data plane protocols (OSPE, MP-BGP, and VXLAN) as well as IPsec encryption between

environments.

In the public cloud, there’s a new component called the Cloud APIC (cAPIC)
appliance. cAPIC is an adapted version of standard APIC but for managing the most

important cloud network resources. It acts as an abstraction layer to translate ACI
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application policies to cloud-native objects. Even though the network configuration is
still created the same way in Nexus Dashboard Orchestrator, it’s deployed to a hybrid
cloud environment consistently, making it really easy to migrate workloads between on-
prem and multi-cloud platforms.

At the time of writing this book and ACI version 6.0(1), there are 14 independent
physical or cloud sites supported, while each physical site comprised of 25 Pods at most,
together with 500 leaf switches for each site. As you can see, ACI Multi-Site significantly
increases scalability of the whole solution.

ACI Remote Leaf

And now imagine smaller edge locations, telco co-locations, various migration scenarios,
or some small witness datacenters, which don’t require full scale leaf-spine architecture.
Often you need to connect just few servers or other network resources. It would be great
to have some way to still retain all the flexibility, security, and consistency as in main
datacenters.

The answer for this need came in ACI 4.1(2), when the remote leaf feature was
introduced. As shown in Figure 2-15, remote leaves are solitary switches connected over
L3 network to the main datacenter fabric. After the registration, they practically become
part of the ACI network with the special ability to reassociate themselves between
different ACI Pods if available in case of connectivity failure.

Inter POD

— Network
Main Datacenter : (|PN)

Figure 2-15. ACI remote leaves
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An intermediate L3 network connects remote leaves with the main datacenter and
shares similar requirements with the InterPOD network already discussed:

o P2P L3 interfaces: A remote leaf needs dedicated L3 point-to-point
routed uplinks in a statically defined VLAN 4

o Increased MTU: All packets sent between remote leaves and ACI
spines are encapsulated in VXLAN, so count an additional 50B in
transport.

e Dynamic routing: OSPF or BGP are the protocols to distribute VTEP
addresses for VXLAN tunneling.

o DHCP Relay Agent: For dynamic discovery, registration,
provisioning, and monitoring of remote leaves by APICs

BiDir PIM multicast support is not required for remote leaves. Maximum RTT can go
up to 300ms and minimum uplink speed is as low as 10Mbit per second.

Application Policy Infrastructure Controller

We have already covered all the main underlay networking aspects of Cisco ACI and
various multi-datacenter deployment options when building the ACI fabric. In the
following sections, I will further describe the second main architectural component: a
centralized cluster of controllers responsible for all the management tasks named Cisco
Application Policy Infrastructure Controllers (APIC).

Even though switches in ACI still have their own NX-OS like command-line interface
(CLI) and we can access them using Secure Shell (SSH), it’s only for verifying their status
or to troubleshoot them. From a configuration perspective, we cannot apply the “legacy”
one-by-one provisioning via CLI. All management actions are implemented exclusively
using the common data object model pushed to the underlying fabric from an APIC
cluster. It becomes single pane of glass (in Multi-Site together with Nexus Dashboard
Orchestrator) for provisioning, configuration changes, and fabric operation.

The main features of APIC include

o ACI switch registration and fabric control plane setup

o Fabric inventory management
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o Application-centric policies repository based on a defined
application object model

o Firmware management with image repository, automated upgrade
process of switches, and controllers

e Built-in fabric monitoring and troubleshooting tools
o Fault, event, audit log, and performance management

o Third-party integrations with virtualization hypervisors, container
orchestrators, or L4-L7 devices

o Adistributed and scalable database system as part of the APIC cluster

o Fully open and documented northbound REST API for additional
automation and your own scripts

To communicate with fabric switches, APIC uses an encrypted Layer 3 channel built
over an infrastructure VLAN (user configurable during the APIC initialization) and based
on assigned VTEP IP addresses. Transmitted instructions for switches are formatted
into the standardized Opflex protocol. An Opflex is responsible for translating your
intents (described by the application model) to the fabric and to declaratively instruct
involved switches on how they should configure themselves. Remember that APIC is just
a management plane. It’s not directly involved in the control plane operation anyhow
(as opposed to OpenFlow). Switches have their own “brain” and they run an Opflex
agent under the hood. This agent takes the model description from APIC’s southbound
API and implements it in a form of well-known networking constructs: interface (and
protocol) configuration, VLANS, IP interfaces, routing protocols, VXLAN configuration,
security policies, and such. In fact, the majority of ACI’s configuration is in the end
translated to the standard networking protocols.

From my own path to becoming an ACI “hero,” I found the most difficult part to
grasp was the Application Policy model concepts and mapping them mentally to already
known networking principles from the legacy infrastructure. As soon as you reach that
state and find your way around how each building block fits together, ACI will become
piece of cake for you. And hopefully we are walking towards such a level together in
this book.
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Hardware Equipment

So far, there were three generations of APIC appliances available, each of them based on
a Cisco UCS C220 rack mount server running on CentOS with specialized software on
top of it. Currently, only the third generation is fully supported and orderable; others are
past their End of Sale (EoS) dates already.

o First generation: Cisco UCS C220 M3 based server - APIC M/L1 (EoS
04/2016)

e Second generation: Cisco UCS C220 M4 based server - APIC M/L2
(EoS 06/2019)

o Third generation: Cisco UCS C220 M5 based server - APIC M/L3

According to your needs, you can choose from medium (M) or large (L) versions.
As described in Table 2-4, the difference lies in the hardware components used inside
the chassis and the amount of end host interfaces supported in ACI. If you plan to scale
above the 1,200 access interfaces, you should go for the large APIC. Otherwise, choose
the medium one and it will fulfill all the ACI requirements just fine.

Table 2-4. Third Generation APIC Appliances

APIC-M3 APIC-L3
Processor 2x 1.7 GHz Xeon Scalable 3106/85W  2x 2.1 GHz Xeon Scalable 4110/85W
8C/11MB Cache/DDR4 2133M 8C/11MB Cache/DDR4 2400MHz
Memory 6x 16GB DDR4-2666-MHz RDIMM/ 12x 16GB DDR4-2666-MHz RDIMM/
PC4-21300/single rank/x4/1.2v PC4-21300/single rank/x4/1.2v
Hard Drive 2x1TB 12G SAS 7.2KRPM SFFHDD  2x 2.4 TB 12G SAS 10K RPM SFF HDD
(4K)
PCl Express Cisco UCS VIC 1455 Quad Port 10/25G  Cisco UCS VIC 1455 Quad Port 10/25G
(PCle) slots SFP28 CNA PCIE SFP28 CNA PCIE
or or
Intel X710 Quad-port 10GBase-T NIC — Intel X710 Quad-port 10GBase-T NIC -
RJ-45 RJ-45
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You can also encounter an XS APIC cluster, consisting of 1x M3 appliance and 2x
virtual APICs, but this is orderable only as part of “ACI Mini,” which is intended for lab
purposes or testing. Scalability of ACI Mini is incomparable with a standard deployment.

Connecting APIC Nodes to the Network

APIC comes with multiple interfaces and it’s good to know how to optimally use them. When
preparing an ACI implementation and cabling plan, consider these three interface types:

1. Cisco Integrated Management Controller (CIMC) interface:
HTTP(S) hardware management access, similar to IPMI or
iDRAC used by other server vendors. Allows you to reconfigure
(although not recommended) and monitor the HW resources of
APIC. Additionally, CIMC comes with a Serial-over-LAN feature
(SOL), which enables you to access the KVM console of APIC over
HTTP(S). This interface should be connected to the dedicated
out-of-band infrastructure, not related to ACI fabric. In general,
it’s a good practice to dedicate a particular IP subnet and VLAN
for server HW management. In case of any problems, the main
ACI’'s management connectivity outage, or a factory reset, this
could be your last resort to fix the issues.

2. APIC Management interfaces: Two dedicated management
interfaces in active-standby configuration for main access to the
APIC HTTP(S) graphical user interface (GUI) and SSH CLI. Again,
they should be ideally connected to two different out-of-band
switches, not related with ACI fabric. The best practice is to
separate this management interface to its own VLAN and IP
subnet from HW management, but technically nothing prevents
you from putting them together on the same network segment.

3. APIC Data interfaces: Each APIC node comes with either a Cisco
UCS VIC card consisting of 4x SFP28 interfaces and supporting
10/25G speeds, or 4x 10GBase-T, RJ-45 Intel NIC. For redundancy,
you have to connect two APIC’s data ports into different leaves,
specifically to their end host interfaces. By default, all leaf host
interfaces are up and even without configuration, ready to
connect the controller.
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By default, in the third generation of APICs, their four physical data interfaces are
grouped together in CIMC to form two logical uplinks of eth2-1 and eth2-2 (as shown in
Figure 2-16). Uplinks are further bundled into a single active/standby bond0 interface
from the OS perspective and used to manage the ACI. In order to achieve correct LLDP
adjacency with leaf switches, you have to connect one interface from both uplink pairs
(e.g., ETH2-1 and ETH2-3, or ETH2-2 and ETH2-4); otherwise, the APICs won’t form a
cluster. Another option I like to use during ACI implementations is to turn off the default
hardware port-channel in CIMC. After logging into the CIMC GUI, click-left the menu
button and navigate to Networking -> Adapter Card 1 -> General Tab -> Adapter Card
Properties. Here, uncheck the Port Channel option and click Save Changes. Now you
can use any two physical interfaces of your choice.

ETH2-1 ETH2-2 ETH2-3 ETH2-4 Rear VIC Card Interfaces

eth2-2 Internal CIMC Port Channels

/

bond0 Logical OS Data Interface

/

Figure 2-16. APIC data interfaces

APIC High Availability

For a production environment, you have to deploy a minimum of three redundant APIC
nodes, but you can seamlessly expand the cluster up to seven nodes. In a lab, you can
manage ACI fabric even with one node without a problem, if configured so. The amount
of APIC nodes is directly proportional to the number of managed switches, resulting in
expected transaction-rate performance between them. According to general scalability
limits from Cisco, you should follow these recommendations:

o Three-node cluster, up to 80 leaf switches
o Four-node cluster, up to 200 leaf switches
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o Five- or six-node cluster, up to 400 leaf switches
e Seven-node cluster, 400-500 leaf switches

o Ifhigher number of switches is required, consider deploying Multi-
Site architecture with multiple APIC clusters.

APIC discovery and clustering is an automated process based on initial consistent
configuration and LLDP information (details of dynamic ACI fabric buildup will be
described in the next chapter).

As you can see in Figure 2-17, an APIC cluster for performance optimization uses
horizontal database scaling technique called sharding. A shard is basically a data unit,
database subset, or group of database rows spread across the cluster nodes to allow
parallel processing and data protection in case of failure. Each APIC database shard
has always exactly three replicas, and their distribution among the cluster is based on
defined shard layouts for each cluster size. Data itself is placed into the shards as a result
of a hash function. One APIC is the master (or shard leader) for a particular shard and
has read-write rights to edit it; the two others are used as a read replicas. When a master
goes down, the remaining APICs negotiate which of them will become the new master.
Now you see where the APIC quorum came from. Only shards with at least one backup
replica are writable; that’s why we need at least two of three APICs available to configure
the ACI fabric.

[ )

One shard replica present on each APIC node

Figure 2-17. APIC sharding
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But be aware. If you increase a number of APIC cluster nodes to more than three, you
will still have three replicas of each shard. Therefore, more nodes # more reliability
and redundancy. Each additional APIC just means increased scalability and ability to
manage more fabric switches.

Let’s consider a larger, five-node APIC cluster during a failure scenario. If we lose
two nodes, formally we will still have a quorum, but have a look at Figure 2-18. With
such a shard layout, some shards will end up in read-only state and others will be still
writable. It’s highly recommended not to do any changes in this situation and restore
the cluster as soon as possible. If more than two nodes are lost, there is actually a high
probability that some information will be irreversibly lost.

4 N

2 APIC cluster nodes has failed 7\A l
and their shard replicas are lost

\_ Read-write shard Read-only shard )

Figure 2-18. APIC Three+ node cluster failure

Your goal should be to always to distribute APICs around the ACI fabric in a way that
ensures their protection against failure of more than two nodes at the time. Of course,
within the single fabric you don’t have too much maneuvering space. In that case, try to
spread APIC nodes to different racks (or rows), and connect each to independent power
outlets.

In Multi-Pod architecture, it’s recommended to connect two APICs in Pod 1 and
the third APIC in one of the other Pods. In a worst-case scenario, there is a potential
for losing two nodes. In such a case, you would end up without a quorum and with
read-only ACI fabric. To overcome this problem, there is an option to prepare and
deploy a standby APIC in advance (as shown in Figure 2-19). This is the same hardware
appliance with the specific initial configuration, instructing APIC not to form a cluster
with others, but rather it stays in a “background” for the failure situation. In the standby
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state, APIC does not replicate any data or participate in any ACI operation. However, the
main cluster is aware of the standby APIC presence and allows you to replace any failed
node with it in case of need. The active APIC will then replicate its database to standby
one and form again read-write cluster to fulfill the quorum.

N
POD 2

| | Additional 4™
Standby APIC

S
/’ Node
APIC Cluster

|

Figure 2-19. Multi-Pod Standby APIC node

If you plan to deploy between 80 and 200 leaves across the Multi-Pod environment,
the best performance and redundancy can be achieved using four four-node clusters
spread as much as possible around Pods. In a two-Pods-only design, put an additional
standby APIC in each Pod.

For a five-node cluster in MultiPOD, see the recommended distribution shown in
Table 2-5.
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Table 2-5. Five-Node APIC Cluster in ACI Multi-Pod

POD1 POD2 POD3 POD4 POD5 POD6
Two Pods * 3 2+1sth - - - -
Three Pods 2 2 1 - - -
Four Pods 2 1 1 1 - -
Five Pods 1 1 1 1 1 -
Six+ Pods 1 1 1 1 1 -

* Note: When you completely lose some shards during POD1 outage, there is still a chance for
data recovery using a procedure called ID Recovery. It uses configuration snapshots and has to be
executed by Cisco Business Unit or Technical Support.

For a highly scaled ACI deployment consisting of more than 400 switches, a
seven-node APIC cluster distribution should be implemented as shown in Table 2-6.
Personally,  wouldn’t implement this number of switches and APICs in two Pods only.
You would end up with four nodes in the first Pod, and in case of failure, there is no
guarantee that configuration will be recoverable. A safe minimum for me would be going
for at least four Pods.

Table 2-6. Seven-Node APIC Cluster in ACI Multi-Pod

POD1 POD2 POD3 POD4 POD5 POD6
Two Pods - - - - - -
Three Pods * 3 2 2 - - -
Four Pods 2 2 2 1 - -
Five Pods 2 2 1 1 1 -
Six+ Pods 2 1 1 1 1 1

*Note: The same ID Recovery procedure is applicable here as well.
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ACI Licensing

As with many other network solutions, Cisco ACI is not only about hardware to ensure
genuine vendor support of the whole architecture in case of need. Even though ACI uses
so called “honor-based” licensing (meaning that all its features are available and working
right from the box), to receive any technical assistance from Cisco Customer Experience
(CX) centers later, you need to buy the correct software licenses.

Both standalone Cisco NX-OS and ACI switch modes consume tier-based
subscription licenses. Simply said, you must have a Cisco Smart Account (centralized
license repository in Cisco’s cloud) and allow your infrastructure to talk with this
licensing service to consume a license. It can be managed via a direct internet
connection, a company proxy server, or using a Smart Software Manager (SSM) Satellite
server. Only SSM then needs internet connectivity and all your devices can license
themselves “offline” using this proxy component.

The advantage of the Smart Licensing architecture is license portability and
flexibility. They are not directly tied with any specific hardware anymore; you can
upgrade the licensing tiers anytime during the subscription duration and you always
have access to all of the newest features or security patches. Consider it as a pool of
generic licenses that are consumed over time with your hardware infrastructure.

At the time of writing this book, subscription licenses are offered in three-, five-, and
seven-year terms and come in these predefined tiers, based on features needed:

1. Data Center Networking Essentials Subscription: Includes all
the main ACI features, ACI Multi-Pod support, PTP, and Streaming
Telemetry

2. Data Center Networking Advantage Subscription: Includes all
previous Essentials features plus support for multi datacenter on-
prem or cloud sites and ACI Multi-Site features with Nexus Dashboard
Orchestrator. Additionally, this license tier includes remote leaves.

3. Data Center Networking Premier Subscription: All Advantage
tier features plus Cisco Day-2 Operations Suite. It consists of
Nexus Dashboard Insights and Network Assurance Engine. Both
are big data analytics tools based on ACI telemetry, focused on
proactive fabric monitoring, datacenter flow analysis, change
modeling, anomaly detection, or drastically shortening the
troubleshooting time.
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Day-2 Operations Add-On Subscription: Meant for customers
already owning an Essentials or Advantage subscription who
would like to increase the ACI value by implementing the
additional telemetry analytic tool, Nexus Dashboard Network
Insights.

In ACI, spine switches don’t require any licenses at all; you have to buy them just for

each leaf switch. The minimum for running ACI is always Essentials. If you want to use

ACI Multi-Pod with remote leaves functionality, only remote leaves need Advantage; the

rest of the fabric can stay on Essentials. In case of Multi-Site or additional analytic tools,

all the leaf switches have to consume the Advantage + 2-Day Ops or Premier license.

High-Level ACI Design

Since you now know the ACI components and their architectural options, let’s briefly

discuss a practical approach to ACI design. In the early high-level design (HLD) phases

of a new ACI implementation, I used to spend quite a lot of time putting together the

right solution for a particular customer. Each is different, with various needs, so ask

yourself (or them) the following questions:

How many datacenters are you currently running, or planning to
operate in the future with ACI?

o Think of available 25 Pods per potential 14 ACI sites.

Are they in a similar geographical region, or spread across the

continent/world?

e Ifunder 50ms round-trip time (RTT) is fulfilled, you can reach for
a Multi-Pod architecture; otherwise go for Multi-Site.

Would you like to include multiple datacenter networks into a single
administrative domain, or due to different reasons would you prefer
their complete fault isolation?

o The first intention leads to Multi-Pod, the second to Multi-Site.

What about the datacenter interconnect (DCI)?
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Make sure you fulfill all the necessary functional requirements
described in this chapter between your datacenters to implement
either IPN or ISN networks. You can use some already present

L3 services between the datacenters provided by ISPs, or maybe
there will be point-to-point L2 lambda circuits available. Or you
can implement your own DWDM solution on top of dark-fiber

interconnect.

I always, if possible, recommend building your own dedicated
IPN/ISN network on top of L2 services based on Nexus 9000.
Then you won’t be limited by the supported/unsupported
features and you will have assured bandwidth.

Many times, I see multicast support as a decision maker between
Multi-Pod and Multi-Site. Consider it properly before choosing
one or another.

How many racks with DC resources will you need to cover with

networking infrastructure?

Count at least two redundant leaf switches for each rack, or
alternatively for a pair of racks (if you won’t require such a port
density).

What resources will you need to connect?

Create a list of all types of interfaces needed, including the ACI
fabric itself, plus their speed, form factor, optical SFPs vs. copper
RJ-45 modules, and their lengths. Often you can optimize costs
using twinax or AOC Direct Attached Cables (DAC).

Properly scale leaf-spine uplinks as well. 2x100G wouldn’t be
enough for leaf switch with 32x 100G connected interfaces.

Do you plan to dynamically insert L4-L7 services using ACI Policy
Based Redirect (PBR)?

There are several recommendations for Multi-Site when using
dynamic PBR as part of ACI service graphs. For example, you
have to use an independent HA pair of devices for each site and
can’t stretch Active/Standby nodes between sites. In
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Multi-Pod, there are no limitations. Then, to achieve symmetric
traffic forwarding and especially ingress flow in Multi-Site, you
have to enable host route propagation based on endpoint location.

e APIC cluster considerations

e Based on the expected number of switches, match the optimal
APIC cluster size and spread the nodes across potential Pods
according to the recommendations from this chapter.

e Choose the right size according to expected sum of managed
interfaces: M3 size up to 1200, L3 for more.

e Where suitable, deploy standby APICs to help with fabric
management in case of failure.

A great way to make sure everything is in a place for ACI, and you haven’t forgot
something, is to draw a high-level networking schema. I prefer to use MS Visio, but there
are many other (and free) tools. In the design drawing, I describe the datacenters’ layout,
their interconnection, the number and type of leaf-spine switches, APICs, and of course
all the interfaces used between the whole infrastructure. Mark their speeds, types, used
QSA adapters (QSFP to SFP) where applicable, and such. From my experience, when
you see the network design schema in a front of you, you will usually realize things and
connections otherwise easily missed.

At the end, when I'm satisfied with the design, I create a Bill of Materials (BoM),
which is a list of all hardware and software components, licenses, and supports. Again,
it’s great to use an already created network schema and go device by device and
interface by interface to make sure you included everything needed in the BoM.

Summary

In this chapter, you had the opportunity to explore ACI’s main underlay components: a
leaf-spine network based on Nexus 9000 switches and their CloudScale ASICs. You saw
various ACI architectures covering multi datacenter environments, remote locations,
and public cloud services and you explored ACI’s centralized management plane, APIC.

In the following chapter, you will take all this theoretical knowledge gained so far and
start applying it practically. You will look at how to initialize the whole fabric, register all
physical switches, configure various management protocols, and prepare IPNs/ISNs to
support multi datacenter communications.
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Fabric Initialization
and Management

After two mainly theoretical chapters about ACI concepts and components, you will
finally get to practice this new knowledge. My goal for this chapter is to help you deploy
the ACI fabric with a best practice configuration and optimize it for maximal durability,
all with an emphasis on troubleshooting tools and verification commands available for
effective issue resolution. You will start with a switch conversion to ACI mode, the APIC
cluster initialization for either single or multi fabric deployment, followed by a dynamic
fabric discovery and control plane spin up. Then, you will configure out-of-band and/
or in-band management access for your infrastructure and prepare basic fabric policies
(NTP, DNS, MP-BGP, Syslog, SNMP, or NetFlow). Last but not least, I will show you

how to correctly configure an Inter-Pod network consisting of Nexus 9000 devices in
standalone NX-OS mode.

For the next sections, let’s assume you have already done the entire hardware
racking and cabling, your switches and APICs are properly connected to the
management network(s) mentioned in the previous chapter, and you have physical
access to all equipment. Now you are ready to start the ACI configuration itself.

Nexus 9000 in ACI Switch Mode

If the switch should run in a centrally managed ACI mode, it has to boot a special image.
Devices ordered initially for an ACI use case are directly shipped from a factory with the
correct image. However, many times you need to convert a previously standalone NX-OS
switch to ACI manually, either during a migration phase or as a result of troubleshooting.
Often a failure to discover switches by APIC is caused just because the incorrect image is
running in them.
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To make it simple, Cisco provides exactly the same ACI file for each Nexus 9000
model and you can directly obtain it from the Cisco Software Download page together
with APIC firmware: https://software.cisco.com/. It requires an account linked with

a service contract. The file naming convention has the structure shown in Figure 3-1.

aci-n9000-dk9.15.2.3g.bin

TR R A RN

AClimage For N9K or APIC Major.Minor. .binary

N v WS

aci-apic-dk9.5.2.39.iso

Figure 3-1. ACI images naming convention

The APIC version should ideally be the same or newer than the switches in your
fabric. A major version is released around once per year and there are significant features
introduced, such as various user interface improvements or new hardware generation
support. Then there are several minor updates per year, also enabling new features and
hardware support, fixing a bigger number of issues, and so on. Maintenance releases
are published one to two times per month and they fix mainly open bugs and identified
security vulnerabilities.

At the time of writing this book, we have two long-lived recommended version trains
with assured vendor support for the upcoming period. If you don’t have any reason to
use other version, make sure to implement one of these:

o ACI4.2
e ACI5.2

When you hover your mouse over a particular file on the download page, in the
Details popup you will find the MD5 or SHA512 hash. By comparing one of these hashes
with the uploaded file in the Nexus switch, you can avoid issues with image integrity
resulting in problems with booting itself.
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Conversion From NX-0S to AClI Mode

Let’s now upload the ACI image to a Nexus switch. From my point of view, if you have
physical access to the device, the easiest way is to use a USB stick formatted as FAT16 or
FAT32 and a console cable to access the command-line interface (CLI).

e Plugthe USB stick in switch and verify its content using dir usbi: or
dir usb2s.

o Copy the image from the USB stick to the switch with copy
usb1l:<aci-image-name>.bin bootflash:.

« Disable booting NX-OS with switch(config)# no boot nxos.

o Enable ACI boot: switch(config)# boot aci bootflash:<aci-
image-name>.bin.

o Save the configuration with copy running-config startup-config.
e Reload with switch# reload.

After Nexus wakes up in ACI mode for the first time, there is one more and often
neglected step: setting boot variables to ensure that even after the reload it is still in ACI
mode. An unregistered ACI switch allows you to log in using the admin user without a
password.

User Access Verification
(none) login: admin
Sk ok sk sk ok ok sk Sk sk sk Sk sk sk ok ok sk ok sk sk Sk sk sk Sk sk sk ok sk sk Sk sk sk Sk sk sk Sk ok sk sk ok sk sk ok sk sk sk sk skeok sk sk ok sk sk sk sk sk ok sk sk ok sk sk ok sk sk ok sk sk ok sk skeok sk skok

*

Fabric discovery in progress, show commands are not fully functional

Logout and Login after discovery to continue to use show commands.
ok sk skfok sk sk sk ok sk ok sk ok sk sk st ok sk sk s ok sk sk sk ok sk sk ok sk sk s sk sk sk sk ok sk skt ok sk sk ok sk sk sk ok sk sk sk ok sk sk sk ok sk sk sk ok sk sk ok sk sk sk ok sk sk kok ok

*

1. Afterloggingin, issue setup-bootvars <aci-image>.bin.

Alternatively, you can use some transfer protocol (e.g., SCP or SFTP) to upload the
ACI image remotely. The prerequisite is to have already working IP connectivity to the
switch management interface.
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2. Enable the SCP server feature on the Nexus switch with switch
(config)# feature scp-server.

3. Install a SCP client of your choice to your working machine if not
already present. On Windows, I prefer Putty SCP (PSCP).

4. Openacommand line in the working directory and pscp.exe -scp
<aci-image-name>.bin <username>@<IP>:<destination_
filename>.bin

5. Continue with Step 2 of the previous instructions.

Note After this NX-0S conversion, ACI can sometimes notify you about degraded
switch health due to a mismatch of BIOS and FPGA firmware versions compared
with the main ACI image. This is not an issue from the short-term perspective.

It will be fixed during the next standard upgrade administered by APIC. You can
avoid this by converting a switch to version N-1 vs. currently running on APIC and
upgrade it right away after the registration to fabric.

APIC Cluster Initialization

After making sure every switch in your infrastructure has a correct ACI image running,
you can move to APIC initialization. As you already know, APIC is basically a Cisco
UCS server with a Cisco Integrated Management Controller (CIMC) configuration
interface. CIMC represents both graphical (HTTP/S) and command-line (SSH) server
management and diagnostic tools and is always available (if at least one server’s
power supply is connected to the grid) through a dedicated physical server interface.

I recommend connecting the CIMC interface to a separate out-of-band infrastructure
to ensure APIC manageability even in case of any failure related to standard APIC
management interfaces. For such a purpose, CIMC offers server console access over
HTTP/S (called vKVM), which you can use over a LAN, without the need for a physical
keyboard and monitor connected to the server. Because of these obvious advantages, the
first step of APIC provisioning is the configuration of CIMC IP network parameters.
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Start with connecting a keyboard to USB and a monitor to the VGA interface of an
APIC. Turn on the server, and during its bootup, keep pressing F8 to enter the CIMC

configuration utility (shown in Figure 3-2).

Cisco IMC Configuration Utility Wersion 2.0 Cisco Systems, Inc.
setotoiotololololoelolsioloeiolelololololsiolsololoeloioiotolololololololelolsoleiololololololotololololoiolololoiolotoloeloioiotolololololololololoioloodoi.
NIC Properties

NIC mode NIC redundancy

Dedicated: [®] None : [%]

Shared LOM: [1] active-standby: [ ]

Cisco Card: active-active: [ ]
Riseril: [1 YLAN (Advanced)
Riserz: [ [1]
MLam: [ 1

Shared LOM Ext: [1 Priority o]

IF (Basic)

TP : [x] IPVE: [1]

DHCP enabled [1]

CIMC IP: 10.17.89.147

I ] 255.255.255.0

10.17.89.1
~: 0.0.0.0
E I S S S T S ) T St S T R E R T N 2 i S T St B St T S T T R T S e T S S T R T B T 2 s St S St
<UpsDown>Selection <F10>Save <SpacerEnablesDisable <F5>Refresh <ESC>Exit
<FlrAdditional settings

Figure 3-2. CIMC configuration utility

Make sure that NIC Mode is set to Dedicated, NIC Redundancy to None, configure the
IPv4 properties, and optionally VLAN if used. Press F10 to save the configuration and exit
the CIMC utility with ESC.

After the APIC reboot, you can either continue using the keyboard and monitor or
connect to the CIMC IP configured recently and enter the Virtual KVM console (see
Figure 3-3).
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ment Controller A v admin@
A / Chassis | Summary Refresh | Host Power | LaunchvkvM || Ping | CIMC Reboot | Locator LED
Server Properties Cisco Integrated Management Cont
Product Name: APIC-SERVER-L2 Hostname: APIC
Serial Number: IP Address:
PID: APIC-SERVER-L2 MAC Address:
UuID: Firmware Version:  4.1(2b)
BIOS Version: C220M4.4.1.2b.0.0625202204 Current Time (UTC):  Sat Jan 8 14:31:57 2022
Description: Local Time: SatJan 8 15:31:57 2022+
Asset Tag:  Unknown Timezone: Europe/Prague

Figure 3-3. CIMC vKVM console APIC access

Whichever way you choose, APIC without any initial configuration in the factory
default state will offer you a configuration wizard. Filling in its fields is a key step to
configure APIC for single or Multi-Pod operation.

In the following section, I’ll explain each configuration parameter in more detail
(with default values in brackets):

Fabric name (ACI Fabricl)

Common name for the ACI fabric and APIC cluster. Has to be configured consistently
for all nodes of a single cluster.

FabricID (1)

Consistent ID across all APICs of a particular fabric. Cannot be changed unless you
perform a factory reset.

Number of active controllers (3)

Initial expected APIC cluster size. Production fabric should have at least three nodes
due to database sharding and data replication. However, you can later change its size
both ways: up and down. In a lab, it’s perfectly fine to use only one APIC node. If you are
increasing the size of a cluster, add the next available controller ID. On the other hand,
when removing a cluster member, remove the highest one.

PodID (1)

This field will become significant when deploying ACI Multi-Pod. Set it according to
the Pod where this APIC will be connected.
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Standby controller (NO)

If this is a standby controller, set this field to YES.

Standby controller ID (20)

Unique ID for each standby APIC (this option is present only after declaring this
APIC standby). This is only a temporary controller ID and later it will be changed to the
node ID of APIC, which is replaced by this standby node.

Controller ID (1)

Standard ID for each APIC node. Make sure it’s unique among the cluster.

Standalone APIC Cluster (NO)

Since version 5.2(1), you can connect an APIC cluster not only to leaf switches
directly, but also to a Multi-Pod IPN network. If this is your case, set YES here. A
combination of both options is not supported, though. I will cover this topic later in the
chapter.

Controller name (apicl)

Hostname of this APIC

TEP Pool (10.0.0.0/16, minimal /23)

A pool of IP addresses used for dynamic VTEP assignments for each APIC node, leaf-
spine switches, vPC domain, or external entities like remote leaves and integrated ACI
CNI plugin in Kubernetes nodes.

If you are wondering how large this pool should be, take into consideration the
way APIC assigns VTEP addresses. APIC splits the VTEP pool into multiple /27 subnets
(321Ps in each) and if some VTEP IP is needed for any use case, APIC will use one IP
from a particular randomly chosen /27 subnet. Another address is assigned from the
next random /27 subnet. Therefore, with /16 subnet, you get 2% subnets so 2048 x /27
pools, 2048 of addressable entities. This is more than enough for any supported ACI
deployment.

In an ACI Multi-Pod environment, you need the a unique TEP pool for each Pod.
However, when initially configuring APICs in Multi-Pod, use the same TEP pool
belonging to the initial “seed” Pod 1 on all of them. You will set the correct TEP pool for
remote Pods later in the GUIL. When it comes to APIC servers themselves, they always get
the first IP addresses from the Pod 1 TEP pool, regardless of the actual Pod where they
are connected. I will describe Multi-Pod configuration and the discovery process later in
this chapter.
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Make sure not to overlap the VTEP pool with any other subnet used in your
production network. Not from a functional point of view, but you won’t be able to access
APIC OOB management from IPs inside such a subnet. Although APIC receives the
incoming packets on its management interface, the reply is routed back to the fabric due
to the installed TEP pool static route.

Finally, avoid configuring 172.17.0.0/16 as the TEP pool. This one is already used by
default for internal Docker networking between APIC nodes to run additional installable
APIC apps.

Infrastructure VLAN (4093)

Dedicated VLAN used between APIC and leaf switches (or IPN since 5.2(1)). There
are integration use cases (e.g., Kubernetes) when this VLAN is extended further from ACI
to servers or blade chassis, so make sure it’s not overlapping with any already existing
VLANSs in your network. Infra VLAN cannot be changed later unless a factory reset is
performed.

IP pool for bridge domain multicast address (GIPo) (225.0.0.0/15)

Each created bridge domain (L2 segment in ACI) will be assigned with one multicast
group address from this pool to ensure delivery of multi-destination traffic across
ACI fabric. Different Pods must have this pool consistently set. A valid range for GIPo
addresses is 225.0.0.0/15 to 231.254.0.0/15 and mask /15 is mandatory.

Out-of-band configuration (-)

Fill in the TP address, mask, default gateway, and speed/duplex configuration of APIC
management interfaces. APIC’s main GUI will be reachable via this IP. Each APIC node
has to have unique management IP address, of course.

Strong password (Y)

Enforce stronger username passwords.

Administrator password

Initial admin password, can be changed later using the GUT or CLI.

Note If your APIC was for any reason already preconfigured, or the person
configuring it made a mistake and you would like to return the server to the
factory default state and initiate again the configuration wizard, issue the following
commands after logging into the APIC console:
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apic# acidiag touch clean
This command will wipe out this device. Proceed? [y/N] vy
apic# acidiag touch setup

This command will reset the device configuration,
Proceed? [y/N] y

apic# acidiag reboot

Congratulations! After entering all the initial configuration parameters on all your
APIC nodes, they are ready to discover a fabric, register the switches, and form a cluster.
If your out-of-band connectivity is already up and working, try opening the management
IP address configured in a previous step in a web browser (Chrome and Firefox are fully
supported). You should get the initial APIC login screen shown in Figure 3-4. By entering
the initial admin credentials, you can enter the main ACI dashboard.

anfuanfee
cisco

Contacts Feedback Help Site Map Terms & Conditions Privacy Statement Cookie Policy Trademarks

Figure 3-4. APIC login screen

Tip To simply show and review all the configured values from the initial script,
issue following command:

apic# cat /data/data_admin/sam_exported.config

69



CHAPTER 3

FABRIC INITIALIZATION AND MANAGEMENT

At the same time, you can use Secure Shell (SSH) to access APIC’s CLI on a

management IP. Log in there and verify its network configuration by issuing the

ifconfig command. See Listing 3-1.

Listing 3-1. APIC CLI Network Verification

apici# ifconfig
bondo: flags=5187<UP,BROADCAST,RUNNING,MASTER,MULTICAST> mtu 1500

inet6 fe80::72e4:22ff:fe86:3a0d prefixlen 64 scopeid 0x20<link>
ether 70:e4:22:86:3a:0d txqueuelen 1000 (Ethernet)

RX packets 346486101 bytes 121947233810 (113.5 GiB)

RX errors 0 dropped 0 overruns O frame O

TX packets 325970996 bytes 131644580111 (122.6 GiB)

TX errors 0 dropped 0 overruns O carrier 0 collisions 0

bond0.3967: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1496

oobmgmt :

inet 10.11.0.1 netmask 255.255.255.255 broadcast 10.11.0.1
inet6 fe80::72e4:22ff:fe86:3a0d prefixlen 64 scopeid 0x20<link>
ether 70:e4:22:86:3a:0d txqueuelen 1000 (Ethernet)

RX packets 302179702 bytes 112540443339 (104.8 GiB)

RX errors 0 dropped 0 overruns O frame O

TX packets 273578739 bytes 126011698192 (117.3 GiB)

TX errors 0 dropped O overruns O carrier 0 collisions 0

tlags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500

inet 10.17.87.60 netmask 255.255.255.0 broadcast 10.17.87.255
inet6 fe80::86b2:61ff:fec2:ec42 prefixlen 64 scopeid 0x20<link>
ether 84:b2:61:c2:ec:42 txqueuelen 1000 (Ethernet)

RX packets 1420543 bytes 386781638 (368.8 MiB)

RX errors 0 dropped 0 overruns O frame O

TX packets 977860 bytes 674575237 (643.3 MiB)

TX errors 0 dropped O overruns O carrier 0 collisions O

The oobmgmt interface is used for the current SSH session as well as GUI and API

services. The subinterface configured on top of the BondO0 interface always represents

the main

data channel between APIC and leaf switches for management plane traffic

(LLDP, DHCP, Opflex, etc.). It uses VTEP IP addresses from the initially specified pool
and Infra VLAN dotlq encapsulation.
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Graphical User Interface Overview

After logging into the APIC GUI, on the main dashboard you can see the overall system
health score, a table on the right side summarizes problems with the ACI platform
represented by faults, or you can check the status of your APIC controller cluster in the
bottom part.

As you can see in Figure 3-5, APIC has two main horizontal navigation menus in the
upper part of the GUI used for configuration and monitoring of the whole platform.

'.I:I|Is'é|t;‘ APIC sdmin e ° G’e e

Tenants Fabric Virtual Networking Admin Operations Apps Integrations

CuickStart | Dashboard | Controllers

System Health © Healthy e Fauit Counts by Domain
zoom [TH 10 [ Al [ kide Acknowiecged Fau 1@ [ Irg Delegatod Faults "
10 SYSTEM WIDE (] 2 ] 2
00
‘E o [4) C
> 50 Extema [ 1 o 1
Framework o 0 © ]
o
oo 1020 i 1040 1050 1 infra o 1 9 o
e W - t o 0 L} a
[l ) S o ] [ ]
12.00 18.00 B. Mar 0600
e Tenant o o [ a
\pps o 0 [ 0
Modes with Health = 99 %
- Name Pod ID Node Type Health Score Fault Counts by Type

Lead-101 1 leat o Healthy [ Hide Ackrowlecged Fauls [CJ Hice Delegated Fauls
Lt Lisgin Tisne. 2022-00-07T16:28 UTC01.00 Current Syatem Time. 2022-03-08T11:07 UTC+01

Figure 3-5. APIC dashboard
Individual menu items are summarized in the following section, and you will learn
about most of them gradually through the book.
1. System: Global configuration and overview of a whole platform

e Quickstart: First-time setup wizard with links to the most

important documentation whitepapers

o Dashboard: Default page after logging into APIC, providing an
overview of the system health

o Controllers: Detailed information about individual APICs,
their current state, and configuration policies related to their
monitoring, tech support collecting, and local log retention
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o System Settings: Global ACI configuration settings related to
various aspects of fabric operation. I will touch on the most
important ones during initial fabric configuration in this chapter.

e Smart Licensing: Configuration of Smart Software Licensing
for the ACI

o Faults: Overall list of currently visible problems in your ACI fabric

o History: Local log database consisting of Faults, Events, Audit
Logs, Session Logs, and Health Logs

o Config Zones: Feature allowing you to divide ACI switches
into smaller configuration zones to avoid pushing a particular
configuration change to the whole fabric at the same time. Not so
commonly used from my experience, though.

o Active Sessions: List of currently connected users to all APICs in
your cluster

e Security: Overview of applied ACI security policies and contracts

2. Tenants: ACI configuration of logical policies, abstracted
from physical network such as tenants, VRFs, bridge domains,
application policies, EPGs, contracts, external connectivity (L2/
L30UT), and more

e ALL: List of all available and visible ACI tenants for the currently
logged user. Clicking a particular tenant opens its configuration.

e Add Tenant: Used for creating a new ACI tenant
¢ Tenant Search: Full-text tenant name search

3. Fabric: Discovery, configuration, and monitoring of ACI underlay
physical leaf-spine fabric

o Inventory: Here you can verify the status of the whole ACI
network for all Pods, create new Pods, or register new switches
into ACI fabric.

o Fabric Policies: This settings affecting the whole ACI fabric,
global switch policies, and leaf-spine uplink configuration
options.
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Access Policies: All the settings related to the host-facing leaf
interfaces. These policies are crucial in ACI to enable end-host
connectivity of any type through the fabric. I dedicate Chapter 4
to this topic.

Virtual Networking: Section for Virtual Machine Managers
(VMM) integrations

Kubernetes, Rancher RKE, Openshift, OpenStack, Microsoft,
Red Hat, VMware, VMware SDN: Besides the main ACI leaf/
spine fabric, APIC is able to configure and monitor networking
in these virtualization platforms as well. In Chapter 9, I cover
VMware and Kubernetes integrations.

Admin: Various system administration tasks and configuration

AAA: Policies related to local and remote user authentication,
authorization, and accounting as well as role-based access
control (RBAC) settings

Schedulers: Backup or upgrade scheduling for ACI fabric

Firmware: Firmware repository and upgrade management of ACI
controllers and switches

External Data Collectors: Remote server configuration for
Callhome, SNMP, Syslog, and TACACS protocols

Config Rollbacks: Local backup and rollback features

Import/Export: Configuration export and import policies, tech
support, and core file export

Operations: Section with tools simplifying troubleshooting and

providing visibility info for the utilization of ACI

Visibility and Troubleshooting: This utility takes source and
destination information about endpoints in the ACI fabric (MACs,
IPs, or VM names) and analyzes their mutual communication
such as endpoint locations, forwarding decisions, applied
security policies (contracts), interface drops, traceroute, SPAN,
and more.
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o Capacity Dashboard: Overview of actual TCAM utilization of ACI
switches with regards to the whole fabric scalability as well

o EP Tracker: Simple tool to locate any learned endpoint in
the ACI fabric providing information about its source leaf
interface, encapsulation, VRE and EPG, with historic state
transitions entries

o Visualization: Configuration of atomic counters allowing you to
analyze the number of packets, drops, and latencies between all
the switches in the ACI fabric

7. Apps: Additional applications expanding the capabilities of APIC,
downloadable from Cisco’s official DC Appstore. All of them run
containerized on the Docker platform inside the APIC cluster.

o Installed Apps: Currently installed and running additional
applications

o Faults: List of problems (if any) with installed applications

o Downloads: Online file repository accessible through the
APIC URL

8. Integrations: Additional APIC integration capabilities with Cisco
UCS Manager and VMware vRealize

Along with these main menu items, you will find many configuration objects and
policies in the left blue panel arranged in a tree hierarchy (as shown in Figure 3-6).
Individual policies usually have their default object present and used by ACI in case you
haven’t created any of your own. To add a new object, just right-click the parent folder
where the object should belong and fill in the related object form.
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Figure 3-6. APIC configuration objects

Fabric Discovery and Registration

After entering the ACI GUI and checking that your APIC is in the Fully Fit state on the
dashboard, you should get to the Fabric-Inventory -> Fabric Membership-Nodes
Pending Registration tab.

If ACI switches and APICs are correctly cabled, you will see the first leaf switch here
with its serial number. Right-click the entry and register it to the fabric (as shown in
Figure 3-7). Fill in the mandatory Pod ID, Node ID, and Node Name (hostname). The
switch will subsequently get its VTEP IP from a chosen Pod’s TEP pool.
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Figure 3-7. ACI switch discovery and registration

Pay close attention to the Node ID field. The Node ID can go from 101 to 4000, and
it represents a unique ACI switch identifier used as a reference to this device in various
ACI policies all around the system. If you want to configure an interface, some switch
feature, routing, or create a static mapping for an endpoint behind this switch, you will
always refer to its Node ID, not its hostname or a serial number. Additionally, be aware
that you cannot change it later without returning the switch to the factory default state
and rediscovering it once again. Therefore, it is crucial to prepare a “naming” (or better,
numbering) convention for the whole ACI fabric beforehand.

If the amount of leaf switches per Pod won’t exceed 80, you can use following
convention:

« Leaf Switch: 101-190 (POD1), 201-290 (POD2), 301-390 (POD3), etc.

« Spine Switch:> 191-199 (POD1), 291-299(POD2), 391-399
(POD3), etc.

For larger deployments (let’s assume 200 leaves per Pod) it can go like this:
o Leaf Switch: 200-399 (POD1), 400-599 (POD2), 600-799 (POD3), etc.
o Spine Switch: 110-119 (POD1), 121-129(POD2), 131-139 (POD3), etc.

After all, these numbering and naming decisions are completely up to you and
your preference. Just try to make them simple. It will ease ACI troubleshooting and
operation later.
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After a successful registration, the switch should be automatically moved to the
Registered Nodes tab and be provisioned by APIC. There you can check that it has
received its VTEP IP address and the switch status is Active (see Figure 3-8).

Fabric Membership @ o

Registered Nodes Nedes Pending Registration Unreachable Nodes Unmanaged Fabric Nodes Auto Firmware Update

® 0 Docommiasionad
® O Maintenance

0 & Active )

e 0 instive

® 0 Decommissionad

® 0 Mainlenance
Chinas i
spines =

G & o

Serial Model Pod ID Node ID MName Mode Type ~ P Maintenance Status

Number Maode

PO, NUK-CHEERC 2 P Spine-7y9 Spine W.Z2 184 64732 No Active ~

FDO22 NOK-CO3240%C 2 20 Leaf-201 Leaf 10.22.0.64/32 Mo Active

FDO22.. MNOK-CE3240WC.. 1 102 Leaf-102 Leaf 10.11.96.66/32 MNa Active
I FDO25.. MNOK-C8332C 1 199 Spine-198 Spine 10.11.96.65/32 Na Active

FDO22 NOK-CI3240%C 1 10 Leaf-101 Leaf 10.11.72.64/32 MNa Active v
< >

Figure 3-8. Registered nodes in the ACI fabric

In case of need, you can even pre-provision a currently non-existing switch in the
ACI fabric. Here at the Registered Nodes tab, just click the *+ symbol and choose
Create Fabric Member Node. After filling in the Pod ID, serial number, node ID, and
hostname, this switch will pop up in Nodes Pending Registration, but without the need
for a manual registration later. You can further refer to its NodelD in all the policies
around ACI as for an already available switch. After its discovery, it will be automatically
configured according to the existing policies and added to the fabric without your
intervention.

ACI Switch Discovery

Let’s have a look at what is happening behind the scenes during the discovery. The
following steps are taken for each discovered ACI switch:

1. Atthe beginning, the discovery process relies on the Link Level
Discovery Protocol (LLDP). LLDP is sent over the APIC fabric
interfaces with specific type-length-value (TLVs) fields, containing
information about InfraVLAN and the role being set to “APIC.”

77



CHAPTER 3

2.

The first leaf switch discovery process is shown in Figure 3-9. Analogically it applies
to others, not directly to connected switches with APIC; just the broadcast DHCP

FABRIC INITIALIZATION AND MANAGEMENT

The ACI switch will, according to the LLDP information, program
InfraVLAN on all interfaces behind which it sees APICs.

The switch starts sending DHCP Discover messages over
InfraVLAN to APIC. At this moment, you will automatically see its
presence in the ACI GUI, as described in the previous section.

The ACI administrator proceeds with a switch registration and,
according to the chosen Pod, APIC will reply with the DHCP offer
and finish the DHCP process by assigning a new VTEP IP to the
discovered switch.

In the Fabric Membership section, you can create an Auto
Firmware Update Policy for new devices. Using DHCP Bootfile-
name Option (67), APIC will instruct the ACI switch from where
to download a boot script. Inside, a switch will find an instruction
on how to download firmware and proceed with an automatic
upgrade/downgrade of the desired version.

Finally, using the Intra Fabric Messaging (IFM) software layer, the
whole configuration policy is downloaded to the switch and its
control plane is configured accordingly. IFM is the main method
to deliver any system messages between software components
internally within APIC as well as between APIC and leaf switches.

messages are relayed to APIC using unicast packets.
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Figure 3-9. Discovery process between APIC and ACI leaf/spine switch

Now, since you have discovered and provisioned the first leaf switch, the discovery
process continues similarly with the rest of the fabric within a particular Pod (see
Figure 3-10):

1. First switch discovery, as described in the previous section

2. The discovery process continues between the first leaf and all
spine switches. LLDP runs on their fabric interfaces and the
first leaf automatically relays spine DHCP Discover messages to

APIC. After the spine nodes registration, APIC ensures their VTEP
address assignment and provisioning.

3. Then the rest of leaves in a particular Pod can be discovered,
registered, and provisioned.
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4. Assoon asyou identify the other APIC cluster members via LLDP
behind the leaf interfaces, the leaf will install a static host /32
route in the IS-IS routing table pointing to the APIC VTEP address
and therefore the first member can cluster with them.

5. If configured properly, APICs form a consistent cluster with

synchronous replication of the whole ACI database.

(. /

Figure 3-10. ACI single-fabric discovery

Multi-Pod Fabric Discovery

What about a fabric discovery in Multi-Pod ACI? All of your APICs should be initialized
with consistent information except for the Pod ID, which is set according to the real APIC
placement. For the next section, let’s assume you already have an Inter-Pod Network
(IPN) configured correctly and working.
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For Multi-Pod discovery, you choose a “seed” Pod, the initial Pod that is completely

discovered first and from which the discovery of all others is made. The TEP pool in

initial APIC scripts should always be set to this seed Pod. Even when some APIC is

connected to a non-seed Pod, it will still have a seed Pod VTEP IP address. The overall

Multi-Pod discovery process then follows these steps (as depicted in Figure 3-11):

1.

2.

The first leaf switch is discovered and provisioned in the seed Pod.

The rest of the fabric in the seed Pod is discovered and the spine
switches configure their IPN-facing interfaces and activate
forwarding with an appropriate routing protocol in place over
the VLAN 4 subinterface. The prefix of a seed Pod TEP pool is
propagated to IPN, and PIM Bidir adjacencies are created.

Even though they aren’t forwarding any data yet, spine switches
from other Pods are sending at least DHCP Discover messages on
their IPN-facing subinterfaces in VLAN 4. IPN routers, thanks to
the configured DHCP relay, proxy these messages to APIC in the
first Pod (using unicast), and the remote spines are discovered.

After their registration, the Multi-Pod control plane is provisioned
(MP-BGP peerings between spines) and the rest of the remote
Pod switches are discovered following the same process as for the
seed Pod.

When the remote APIC is detected by LLDP behind remote Pod
leaves, the switch installs, as usual, a static host route (/32) to
APIC’s VTEP address (bond0.xxxx). This prefix is automatically
propagated to spines via IS-IS, redistributed to MP-BGP, and sent
to all other Pods including the seed one.

Based on this routing information, seed APICs can open TCP
sessions to remote APICs and create a consistent cluster with
them. However, keep in mind the 50ms round-trip time (RTT)
limitation for this to work reliably.
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Figure 3-11. Multi-Pod ACI fabric discovery

For more detailed information about how the IPN should be configured to provide
all the necessary functions for ACI Multi-Pod and to ensure dynamic discovery, please
refer to the last section in this chapter.

ACI Switch Discovery Troubleshooting

ACI fabric discovery and provisioning is a highly automated process (except for the
manual registration step), so what if something goes wrong? How can we identify
the problem if the switch isn’t being discovered and visible in the Nodes Pending
Registration screen?

Fortunately, ACI features a diverse set of useful troubleshooting tools for all its
operational aspects. In case of failing switch discovery, you will have to obtain console
access to the affected device. Either physically connect the serial cable to the console
port of the N9K or implement some sort of remotely accessible terminal server (which I
highly recommend when deploying ACI for the production environment).

When logging into the console of an unregistered switch running the ACI image,
you can use the admin user without any password. Then, to identify the problem
with discovery, issue the following command: show discoveryissues. It will provide

82



CHAPTER 3 FABRIC INITIALIZATION AND MANAGEMENT

you with a comprehensive output including a set of 16 checks (in ACI version 5.2.3),
precisely analyzing every step related to the ongoing discovery. Not all checks have
to be necessarily passed in order for the whole process to succeed (as you can see in
Listing 3-2).

Listing 3-2. Show discoveryissues From a Sucessfully Registered ACI Switch

leaf-101# show discoveryissues

Testo1l Retrieving Node

Role PASSED
[Info] Current node role: LEAF
[Info] Please check CH09 DHCP status section for configured node role

Test01 FPGA version check PASSED
[Info] No issues found for FPGA versions
Test02 BIOS version check FAILED

[Error] Error occurred while parsing through firmwareCompRunning MOs

Test01 Fans status check PASSED
[Info] All fans status is ok
Test02 Power Supply status check FAILED

[Warn] Operational state of sys/ch/psuslot-1/psu is: shut
[Info] Ignore this if it is a redundant power supply

Test03 Fan Tray status check PASSED
[Info] All FanTrays status is ok
Test04 Line Card status check PASSED

[Info] All LineCard status is ok
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Check 4 Node Version

Test01 Check Current
Version PASSED
[Info] Node current running version is : n9000-15.2(3e)

Testol Check System State PASSED
[Info] TopSystem State is : in-service

Port: ethi/60

Test02 Wiring Issues Check PASSED
[Info] No Wiring Issues detected

Test03 Port Types Check PASSED
[Info] No issues with port type, type is:fab

Test04 Port Mode Check PASSED
[Info] No issues with port mode, type is:routed

Test02 Adjacency Check PASSED

[Info] Adjacency detected with spine
Port: eth1/1

Test02 Wiring Issues Check PASSED
[Info] No Wiring Issues detected

Test03 Port Types Check PASSED
[Info] No issues with port type, type is:leaf

Test04 Port Mode Check PASSED
[Info] No issues with port mode, type is:trunk

Test02 Adjacency Check PASSED

[Info] Adjacency detected with APIC
Port: eth1/2

Test02 Wiring Issues Check PASSED
[Info] No Wiring Issues detected
Test03 Port Types Check PASSED
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[Info] No issues with port type, type is:leaf

Test04 Port Mode Check PASSED
[Info] No issues with port mode, type is:trunk
Test02 Adjacency Check PASSED

[Info] Adjacency detected with APIC

Testo1l Check Bootstrap/L30ut config download FAILED
[Warn] BootStrap/L30utConfig URL not found
[Info] Ignore this if this node is not an IPN attached device

Testo1l Check if infra VLAN is received PASSED
[Info] Infra VLAN received is : 3967
Test02 Check if infra VLAN is deployed PASSED

[Info] Infra VLAN deployed successfully

Test01 Check Node Id PASSED
[Info] Node Id received is : 101

Test02 Check Node Name PASSED
[Info] Node name received is : leaf-101

Test03 Check TEP IP PASSED
[Info] TEP IP received is : 10.11.72.64

Test04 Check Configured Node Role PASSED

[Info] Configured Node Role received is : LEAF

Testo1l check IS-IS adjacencies PASSED
[Info] IS-IS adjacencies found on interfaces:
[Info] eth1/60.13
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Testo1l Ping check to APIC PASSED
[Info] Ping to APIC IP 10.11.0.2 from 10.11.72.64 successful

Testo1l Check BootScript download PASSED

[Info] BootScript successfully downloaded at
2022-03-10T10:29:17.418+01:00 from URL http://10.11.0.2:7777/fwrepo/boot/
node-FD022160H]7

Testo1 Check SSL certificate validity PASSED
[Info] SSL certificate validation successful

Testo1l Check AV details PASSED
[Info] AppId: 1 address: 10.11.0.1 registered: YES
[Info] AppId: 2 address: 10.11.0.2 registered: YES
[Info] AppId: 3 address: 10.11.0.3 registered: YES

Test01l Policy download status PASSED
[Info] Registration to all shards complete
[Info] Policy download is complete
[Info] PconsBootStrap MO in complete state
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Test01 Check Switch and APIC Version PASSED
[Info] Switch running version is : n9000-15.2(3e)
[Info] APIC running version is : 5.2(3e)

When you hit any issues during the discovery phase, focus your attention on these
main areas:

e LLDP adjacencies

o Infra VLAN installation

o DHCP for VTEP IP provisioning
o SSL certificate validity

o Switch node bootstrapping

o Firmware versions

For LLDP, you can use the simple show command and compare the output with the
cabling matrix used during the hardware installation phase. So far, all problems I've seen
related to LLDP are from in misconnected ACI underlay cabling. See Listing 3-3.

Listing 3-3. LLDP Verification

(none)# show 1ldp neighbors

Capability codes:

(R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device
(W) WLAN Access Point, (P) Repeater, (S) Station, (0) Other

Device ID Local Intf Hold-time Capability Port ID
apici Eth1/1 120 eth2-1
apic2 Eth1/2 120 eth2-1
switch Eth1/59 120 BR Eth1/31
switch Eth1/60 120 BR Eth1/31

Total entries displayed: 4
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If this is the first leaf to be discovered, and it’s not appearing in APIC GUI or you
don’t see any APIC in its LLDP neighbors, you can check the protocol from the APIC
point of view as well using the acidiag run lldptool out eth2-1andacidiag
run lldptool in eth2-1 commands. These outputs will provide you with detailed
information about the entire sent and received LLDP TLVs.

After getting LLDP running, Infra VLAN should be announced to the switches,
installed in their VLAN database, and configured on interfaces facing APICs. To check
that it happened, use the commands shown in Listing 3-4.

Listing 3-4. Infra VLAN Installation

(none)# moquery -c 1lldpInst
Total Objects shown: 1

# 1lldp.Inst

adminSt : enabled
childAction :

ctrl :

dn : sys/1ldp/inst

holdTime : 120

infraVlan : 3967

(none)# show vlan encap-id 3967
VLAN Name Status Ports

8 infra:default active Eth1/1

In case of any problem with an Infra VLAN or wiring in general, try also verifying the
useful output shown in Listing 3-5.

Listing 3-5. LLDP Wiring Issues

(none)# moquery -c 11dpIf -f 'lldp.If.wiringIssues!=""'
Total Objects shown: 1

# 1ldp.If id : eth1/1

adminRxSt : enabled

adminSt : enabled

adminTxSt : enabled
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childAction :

descr :

dn : sys/1lldp/inst/if-[eth1/1]

l1cOwn : local

mac : 70:0F:6A:B2:99:CF

modTs : 2022-03-10T10:27:04.254+01:00
monPolDn : uni/fabric/monfab-default
rn : if-[eth1/1]

status :

sysDesc :

wiringIssues : infra-vlan-mismatch

Next, should the switch indicate an inability to receive an IP from APIC, check if
the DHCP process is running by using the well-known tcpdump Linux utility. Interface
kpm_inb stands for a switch’s CPU in-band channel for all control plane traffic. This
approach can be useful in general when troubleshooting any control plane protocols
(such as LACP, dynamic routing, COOP, and monitoring protocols). See Listing 3-6.

Listing 3-6. DHCP Troubleshooting

(none)# tcpdump -ni kpm_inb port 67 or 68

tcpdump: verbose output suppressed, use -v or -vv for full protocol decode
listening on kpm_inb, link-type EN10MB (Ethernet), capture size 65535 bytes
16:40:11.041148 IP 0.0.0.0.68 > 255.255.255.255.67: BOOTP/DHCP, Request
from a0:36:9f:c7:a1:0c, length 300

e

1 packets captured

1 packets received by filter

0 packets dropped by kernel

To ensure security for all control plane traffic between ACI nodes, it uses SSL
encryption. The certificate for this purpose is generated based on a device serial
number during the manufacturing and it’s burned into a specialized hardware chip. The
commands shown in Listing 3-7 let you review the content of a certificate subject, and
with the -date flag, they allow you to verify its time validity. Any issue with SSL can be
resolved only in cooperation with a technical assistance engineer directly from Cisco.
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Listing 3-7. SSL Certificate Verification - Correct Subject Format

(none)# cd /securedata/ssl && openssl x509 -noout -subject -in server.crt
subject= /serialNumber=PID:N9K-C93180YC-FX SN:FDOxxxxxxxX/CN=FDOXXXXXXXX

Note Previous commands will work only on undiscovered and
unregistered nodes.

After the switch obtains IP connectivity with APIC, it should download its policies
and acknowledge that this process is successfully completed. The actual state of
bootstrapping can be verified by querying the following object, shown in Listing 3-8.

Listing 3-8. ACI Switch Node Policy Bootstrap

leaf-101# moquery -c pconsBootStrap
Total Objects shown: 1

# pcons.BootStrap

allLeaderAcked : yes
allPortsInService :yes
allResponsesFromLeader : yes
canBringPortInService : yes

childAction

completedPolRes : yes

dn : rescont/bootstrap
1cOwn : local

modTs : 2022-03-10T10:31:02.929+01:00
policySyncNodeBringup : yes

In : bootstrap

state : completed

status

timerTicks : 360

try : 0
worstCaseTaskTry : 0
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Any potential problems with the reachability between the switch and APIC, resulting
in the inability to download bootstrap policies, can be identified using the iping utility,
as in Listing 3-9.

Listing 3-9. APIC to Leaf IP Connectivity

leaf-101# iping -V overlay-1 10.11.0.1

PING 10.11.0.1 (10.11.0.1) from 10.11.0.30: 56 data bytes
64 bytes from 10.11.0.1: icmp_seq=0 ttl=64 time=0.57 ms
64 bytes from 10.11.0.1: icmp_seq=1 ttl=64 time=0.819 ms
64 bytes from 10.11.0.1: icmp_seq=2 ttl=64 time=0.362 ms
64 bytes from 10.11.0.1: icmp_seq=3 ttl=64 time=0.564 ms
64 bytes from 10.11.0.1: icmp_seq=4 ttl=64 time=0.543 ms

--- 10.11.0.1 ping statistics ---
5 packets transmitted, 5 packets received, 0.00% packet loss
round-trip min/avg/max = 0.362/0.571/0.819 ms

Note Remember to always include the correct VRF in troubleshooting commands
(overlay-1 in this example to verify the underlay routing).

Finally, if you encounter some problems with a discovery, compare the version of
your image running on APICs vs. the version on the switches using the show version
command. The APIC version must be same or newer than the one used in the ACI
fabric. Otherwise, you won’t be able to register these switches.

To wrap up this topic, from my experience, when the fabric is correctly cabled,
don’t expect many issues with this first step in its lifecycle. The discovery process is very
reliable. I've encountered few problems related to the wrong versions or images running
on Nexus. One time I saw malformed SSL certificates on APIC delivered from the factory
(but we were notified about this fact via a Field Notice), and even in a case of some bug
hit, a reload always helped to resolve an issue.
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ACI Management Access

I hope you were able to successfully register all ACI switches to the fabric at this point,
and we can smoothly move to ACI’s initial configuration section: management access.

Fabric Out-of-Band Configuration

Even though you cannot configure ACI other than from APIC, each Nexus 9000 still
encompasses a physical management (mgmt0) interface and it’s highly recommended
to connect it to the dedicated out-of-band infrastructure (if available). By default, ACI
prefers OOB when configuring connectivity with external servers for protocols like DNS,
NTP, SNMP, AAA, Syslog, or for configuration backups. Furthermore, this management
interface will come very handy for troubleshooting using show commands on a full-
featured Nexus CLI. Network engineers who previously used NX-OS will get comfortable
with it very easily.

Therefore, usually one of the first configuration tasks in a fresh clean ACI with
registered switches are their out-of-band interfaces. All ACI policies responsible
for L3 management access to your fabric devices are located inside a system tenant
named mgmt. We will get slightly ahead here with the tenant configuration related to
OOB and in-band, but don’t worry, all used tenant objects will be covered in detail as
part of Chapter 5. If something isn’t completely clear now, you can refer back to this
section later.

To configure OOB IP addresses for ACI switches, navigate to Tenants -> mgmt ->
Node Management Addresses -> Static Node Management Addresses. Here either
right-click the currently highlighted folder in the left menu or click the symbol *+ in the
upper right grey bar and choose Create Static Node Management Addresses. In the
opened form (see Figure 3-12), the node range refers to one or more of the ACI Node IDs
associated with switches during their registration. Check the out-of-band addresses and
fill the IP information. If you chose a single node, this form expects an individual single
static OOB IP address. Otherwise, with multiple devices specified, you can enter a range
of addresses and APIC will choose individual OOB IPs on your behalf.
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Create Static Node Management Addresses

Node Range: 101 - 1101
From To

Config: [v] Qut-Of-Band Addresses
[J In-Band Addresses

Out-0Of-Band Addresses
Out-Of-Band Management EPG: default | i3

Out-Of-Band IPV4 Address: 10,17.87.222/24
address/mask
Out-Of-Band IPV4 Gateway: 10.17.87.1
Qut-Of-Band IPV6 Address:
address/mask

Out-Of-Band IPV6 Gateway:

Figure 3-12. Out-of-band IP configuration

As long as your OOB infrastructure is configured correctly, you should be able
to connect right away to the switch’s CLI using SSH and optionally verify the OOB

interface; see Listing 3-10.
Listing 3-10. ACI Node OOB Configuration Verification

leaf-101# show vxf

VRF-Name VRF-ID State Reason
black-hole 3 Up --
management 2 Up --
overlay-1 4 Up --

leaf-101# show ip interface vrf management
IP Interface Status for VRF "management"

mgmto, Interface status: protocol-up/link-up/admin-up, iod: 2, mode:

IP address: 10.17.87.222, IP subnet: 10.17.87.0/24
IP broadcast address: 255.255.255.255
IP primary address route-preference: 0, tag: 0

leaf-101# show ip route vrf management

IP Route Table for VRF "management"

"*' denotes best ucast next-hop

"¥*' denotes best mcast next-hop

"[x/y]" denotes [preference/metric]
'"%<string>' in via output denotes VRF <string>

external
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0.0.0.0/0, ubest/mbest: 1/0
*via 10.17.87.1/32, mgmto, [0], 4doih, local

By default, all communication from any external IP to an ACI OOB addresses is
permitted. However, similar to the legacy network, in ACI we can apply a kind of ACLs to
this “line vty” traffic in a form of a special out-of-band contract. Create your own or edit
the default one, which can be found in Tenants -> mgmt -> Contracts -> Out-Of-Band
Contracts (as shown in Figure 3-13).

sysor O fobic  ViwoiNeworing  Admin  Opertions  Apps  lntegrations

Q€

Pelicy Faulls History

General Label

A

Tanart State Action

Figure 3-13. Out-of-band contract

In the contract object, create at least one subject and add a set of filters defining all
allowed protocols on OOB interfaces. It’s like creating legacy ACL entries. Then the OOB
contract has to be associated with two entities, as displayed in Figure 3-14.

1. Default Out-Of-Band EPG found under Tenant -> mgmt -> Node

Management EPGs. Here, click the * symbol in the Provided
Out-Of-Band Contracts field and associate the chosen contract.
This OOB EPG represents all mgmt0 and Eth2-1/Eth2-2 interfaces
in the ACI fabric.

2. Inthe mgmt tenant, create a new External Management Network
Instance Profile object. This will represent all clients external
to ACI, accessing the management interfaces. Attach the same
OOB contract from step 1 here in the Consumer Out-of-Band
Contracts field. The Subnets list allows you to specify from which
IP addresses/networks the management traffic is permitted.
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I'won’t go into more details of contract or tenant configuration here since I will cover

them completely in Chapter 5.

Tenant mgmt

VRF management Permit ICMP, SSH, SNMP, Syslog...

Out-of-Band EPG External Management
Instance Profile (EPG)

Leaf101 Spinel18
mgmt0 IP mgmt0 IP Out-of-Band

Contract ©

Leaf102 Spine119 Administrator’s
mgmt0 IP mgmt0 IP Subnet(s)

Figure 3-14. Tenant policies for out-of-band management access

Warning! Be aware when applying an O0B contract for the first time, because
this is the moment when you can lose the management connectivity of all ACI

devices, including the APIC GUI (due to incorrect contract filters or external subnet
definition).

If you experience any management connectivity problems after OOB contract
configuration, there is a recovery procedure available:

1. Connect to the CIMC interface of any APIC node from the cluster
and open the virtual KVM console over HTTP/S.

2. Loginto the APIC CLI and follow the configuration steps
described in Figure 3-15.
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APICH# sh run temant mgmt oob-mgmt epg OD0B-MGMT
# Command: show runming-config tenant mgmt oob-mgnt epg O00B-HMGHMT
# Time: Hed Feb 10 22:00:07 2021
tenant mgnt
oob-mgnt epg O00B-MGMT
contract provider O00B_CT
exit
exit
APICH
APICH conf t
APIC(config)# tenant mgmt
APIC(config-tenant)# oob-mgmt epg O00B-MGMT
APIC(config-oob-epg)# no contract provider 00B CT
APIC(config-oob-epg)#

Figure 3-15. Recovery procedure for OOB contract miss-configuration

Fabric In-Band Configuration

The out-of-band infrastructure is not always available in the customer datacenters where ACI
is being deployed. Or it is not optimal for some specific applications, such as a bandwidth-
hungry telemetry data collection by the Nexus Dashboard platform. In such cases, you can
configure, along with OOB, in-band connectivity for all devices. Or just in-band alone. These
IP addresses are reachable exclusively through the internal fabric interconnections.

Configuration-wise, in-band management is significantly more complex and
encompasses many additional tenant and access policies compared to OOB. Again, I
won’t go deeper into the theory behind them here as the detailed explanation is part
of the following chapters. For better understanding, make sure to review this section if
needed after reading through the next chapters.

In-band implementation can start the same way as before, by statically defining IP
addresses for all ACI switches and APICs (in Tenants -> mgmt -> Node Management
Addresses -> Static Node Management Addresses). This time, however, the default
gateway address specified for in-band IPs is not external to ACI. As depicted in
Figure 3-16, it has to be configured as a gateway subnet in the already existing inb bridge
domain (Tenants -> mgmt -> Networking -> Bridge Domains -> inb -> Subnets).

96



CHAPTER 3 FABRIC INITIALIZATION AND MANAGEMENT

System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: BEE cr | common | mgmt | T-POD1 | K85_POD7
gmt

- [ mgmt

> [ Application Profiles

Subnet - 192.168.3.1/24

~ [ Networking
~ [ Bridge Domains Properties
@ inb IP Address: 192.168.3.1/24
> [l DHCP Relay Labels Description:

> [ ND Proxy Subnets

~ [l Subnets

Treat as virtual IP address: [ ]
& 192.168.3.1/24 Make this IP address primary: []

> [ VRFs Scope: [v] Advertised Externally
- [ Shared between VRFs
> L20uts

Subnet Control: [] Mo Default SV Gateway
> [ L30uts [ Querier IP

> [l SR-MPLS VRF L30uts L3 Out for Route Profile: |select a value

Figure 3-16. Default gateway for in-band under bridge domain

Next, you have to create a new in-band EPG under the Node Management
EPGs folder, associate it with the inb bridge domain, and specify an in-band VLAN
(see Figure 3-17). This VLAN will become significant especially for APIC in-band

connectivity soon.
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'éllls'é!.;' APIC Create In-Band Management EPG
Name: In-Band

System Tenants Fabric Annotations: 0 Click to add a new annotation

ALL TENANTS | AddTenant | Teng Encap: vlan-9
eg., vlan-1
mgmt Bridge Domain: inb | &
L Static Routes:
ﬁ mgmt
> B Application Profiles IP Address

> [l Networking
> [l Contracts
> [l Policies
> [ Services
[— g
~ [l Node Management EPGs

Bl n-Band EPG - In-Band

Bl out-of-Band EPG - default

Figure 3-17. In-band EPG

After the previous configuration steps, you should see a new in-band VRF present on
each ACI switch with one VLAN SVI interface. Its primary address has to match the default
gateway IP and the secondary address is the actual in-band IP of that switch. In other
words, each switch acts as a default gateway for itself. APIC also receives a new subinterface
in the corresponding in-band VLAN on top of the bond0 interface. See Listing 3-11.

Listing 3-11. In-Band Configuration Verification

leaf-101# show vxf

VRF-Name VRF-ID State Reason
black-hole 3 Up --
management 2 Up --
mgmt:inb 9 Up --
overlay-1 4 Up --

leaf-101# show ip interface vrf mgmt:inb

IP Interface Status for VRF "mgmt:inb"

vlan17, Interface status: protocol-up/link-up/admin-up, iod: 93, mode:
pervasive
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IP address: 192.168.3.2, IP subnet: 192.168.3.0/24

IP address: 192.168.3.1, IP subnet: 192.168.3.0/24 secondary
IP broadcast address: 255.255.255.255

IP primary address route-preference: 0, tag: O

apic1# ifconfig
bondo.9: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1496
inet 192.168.3.252 netmask 255.255.255.0 broadcast 192.168.3.255
inet6 fe80::72e4:22ff:fe86:3a0d prefixlen 64 scopeid 0x20<link>
ether 70:e4:22:86:3a:0d txqueuelen 1000 (Ethernet)
RX packets 5841 bytes 275040 (268.5 KiB)
RX errors 0 dropped 0 overruns 0 frame O
TX packets 9009 bytes 1382618 (1.3 MiB)
TX errors 0 dropped O overruns O carrier 0 collisions 0

When ACI needs to connect any endpoint to its fabric in a particular VLAN, you have
to create complete set of access policies: objects defining the exact leaf or spine interface
configuration with their available encapsulation resources. In this special and only
occasion, each APIC node needs access policies as well for enabling the connectivity
over the in-band VLAN. In Figure 3-18, you can see an example of access policies for
APIC connected behind the leaf 101 and 102 interface Eth1/1. Each object will be
discussed in detail in Chapter 4.

. A Interf: .
Leaf Profile Leaf Interface Profile CP(:)eIIScS Gtreouace LLDP Policy
Leaf101-102_InBand_LeafProf Leaf101-102_InBand_IntProf Inbang POlGrpp > LLDP_Enabled
Leaf Selector Port Selector InbgﬁiiEp
Leaf 101-102 APIC1 -

4 !

Physical Domain
PortﬁloCk Inband_PhysDom

:

VLAN Pool VLAN Encap Block
Inband_StVLAN VLAN 9

Figure 3-18. Access policies for APIC allowing in-band VLAN connectivity
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Finally, you have to allow the connectivity to the in-band IP addresses by applying a
contract between in-band EPG and any other internal or external EPG configured in the
ACI (see Figure 3-19). If you want to reach the in-band subnet from the external network,
it will require properly configured routing between ACI and the external network using a
L30UT object. I will cover these features in Chapter 7.

Tenant mgmt

VRF inb Permit ICMP, SSH, SNMP, Syslog...

Application
(c) PP

BD inb | Default GW EPG

In-band EPG

Leaf101 Spine118 Standard L30OUT
In-band SVI IP In-band SVI IP Contract eExternaI EPG

Leaf102 Spine118
In-band SVI IP In-band SVI IP

L20UT
External EPG

Figure 3-19. Tenant policies for in-band management access

APIC Connectivity Preference

If you have both out-of-band and in-band management implemented, APIC doesn’t use
VRFs and therefore both configured default routes end up in the same routing table. You
need to somehow ensure a preference for one over another. For this purpose, there is a
configuration knob in System -> System Settings -> APIC Connectivity Preference (as
shown in Figure 3-20).
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System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

QuickStart | Dashboard | Controllers | System Settings | SmartLicensing | Faults | History | ConfigZones | Activeg

SIEET SHETEE APIC Connectivity Preferences

E APIC Connectivity Preferences
E APIC Passphrase
E BD Enforced Exception List

Bl BGP Route Reflector Properties

E Control Plane MTU Interface to use for external connections: ooband >

B coop Group

Figure 3-20. APIC Connecitivity Preferences settings

In the default settings, APIC prefers the in-band interface as outgoing for all packets
sourced from its own IP address, and under the hood, this switch alters the configuration
of the default routes metrics. See Listing 3-12.

Listing 3-12. In-Band Connectivity Preference on APIC

apici# bash

admin@apic1:~> ip route

default via 192.168.3.1 dev bondo.9 metric 8
default via 10.17.87.1 dev oobmgmt metric 16

When you switch the preference to ooband, Listing 3-13 shows the routing
table output.

Listing 3-13. Out-of-Band Connectivity Preference on APIC

apici# bash

admin@apic1:~> ip route

default via 10.17.87.1 dev oobmgmt metric 16
default via 192.168.3.1 dev bond0.9 metric 32

The previous setting applies exclusively for the connections initiated from APIC to
the remote, not directly connected destinations. In the opposite direction, if some packet
enters the particular APIC interface from the outside, APIC will reply using the same
interface, regardless of this setting. Hence, even if you prefer in-band connectivity, you
can still reach the APIC GUI and CLI using an OOB IP address without any problem.
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Initial and Best Practice Fabric Configuration

As you have probably realized already, due to ACI’s flexibility and versatility, there
are countless configuration options available in the platform. Tons of little knobs
and checkboxes. At a first sight, it can be challenging to find the best setting for your
environment. Sometimes I compare ACI to a little space shuttle with an administrator
responsible for mastering its maneuvering and flight modes.

In the following sections, you will explore further the initial configuration,
recommendations, best practice settings, ACI hardening, monitoring, and more.

Network Time Protocol

After ensuring the management access to your environment, one of the first protocols to
configure for ACI should be NTP (network time protocol). Its importance is significant
for synchronizing clocks around the fabric, correlation of ACI events in case of any
trouble, and APIC database synchronization.

NTP configuration consists of multiple connected objects. In System -> System
Settings -> Date and Time, you can configure the time offset and time zone globally
for all ACI devices. However, this configuration is not deployed anywhere yet. First,
you have to go to Fabric -> Fabric Policies -> Policies -> Pod -> Date and Time and
either edit the default object or create your own. Here you can add multiple NTP
servers with optional authentication, define which management interface will be used
to communicate with servers (OOB vs. in-band), or allow ACI to act as a NTP master
itself. These individual policies represent universal configuration building blocks,
subsequently applicable to a particular Pod (or switch, module, or interface, depending
on the policy type).

The next step in the workflow is to create an object called a policy group in
Fabric -> Fabric Policies -> Pods -> Policy Groups (again, default or your own) and
choose the previously configured Date Time Policy. As you can see in Figure 3-21, policy
groups in general serve as a configuration definition for particular part of the network.
They are aggregating individual protocol policies. Further details about policy groups
will be covered in Chapter 4.
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System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Pz Es Pod Policy Group - default

~ [ Policy Groups
Bl cefaur Properties
> [ Profiles Name: default

> [l Switches Description:

> [ Modules

> [ Int 5 Date Time Palicy:  default &y

~ [l Policies I Resolved Date Time Policy: default
Pod ISIS Policy: |select a value

~ [ Date and Time Resolved ISIS Policy: default
: E Policy default COOP Group Policy: |select a value

E NTP Server 10.17.87.1 Resolved COOP Group Policy: default

Figure 3-21. Date Time Policy configuration in the Pod policy group

The final step is to apply a policy group to a profile, selecting the exact switch
resources where the defined configuration should be deployed. In your case, open
Fabric -> Fabric Policies -> Pods -> Profiles and update the Policy Group field in
the Pod Selector (refer to Figure 3-22). Here you can choose exactly which Pod the
configuration specified in the policy group will be applied to (based on individual Pod
IDs or ALL). By Pod, ACI means all switches within it.

ing Admin Operations Apps ntegrations

Pod Profile - default O o

Palicy Faults Histary

O L %

Mame: etuul ~

Descripton:
Pod Selectors: i
- Nama Typo Biacks Pelicy Group
A AL

Figure 3-22. Pod policy group association with a Pod profile
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Eventually APIC instructs all the switches in selected Pods to configure the defined
NTP servers and you can verify it using the show ntp commands shown in Listing 3-14.

Listing 3-14. NTP Server Verification

leaf-101# show ntp peers

Peer IP Address Serv/Peer Prefer KeyId Vrf

10.17.87.1 Server  yes None management

leaf-101# show ntp peer-status
Total peers : 1
* - selected for sync, + - peer mode(active),

- - peer mode(passive), = - polled in client mode
remote local st poll reach delay vrf
*10.17.87.1 0.0.0.0 4 64 377 0.000 management

Internal ACI MP-BGP

The next essential protocol to configure for ACI is MP-BGP because it provides the ability
to exchange and distribute routing information between the fabric and external L3
network. The process is very similar to the previous NTP (many times the configuration
philosophy in ACI is analogous).

Start in System -> System Settings -> BGP Route Reflector Policy. Here, configure
the BGP Autonomous System used globally for the whole ACI fabric and choose
which spine nodes will act as route reflectors (as shown in Figure 3-23). From each
Pod, configure at least two spines for BGP RR due to redundancy purposes. In a lab
environment like mine, it’s not necessary, though. ACI accepts both 16-bit (2-byte) and
4-byte Autonomous System notation without any problems.
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System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

| SystemSettings | Smatlicensing | Faults | History | ConfigZones | Active Sessions | Security

BGP Route Reflector Policy - BGP Route Reflector

Name: default

Description:

Autonomous Systerm Number: 65500
Domain ID Base: 0

Route Reflector Nodes:

yption Sattings

Pod ID Node 1D Descriplion

2 299

Figure 3-23. MP-BGP global configuration

As before, this configuration needs to be deployed to the fabric using fabric policies.
Go to Fabric -> Fabric Policies -> Pods -> Profiles and make sure you have some Pod
policy group with default BGP Route Reflector Policy applied to all your Pods. If you
configured NTP consistently for the whole fabric in the previous step, the same policy by
default ensures MP-BGP is running there as well.

To verify MP-BGP sessions between leaf and spine switches, you can use the well-
known BGP show commands directly in the CLI. Look at address-families VPNv4 or
VPNv6 as the one MP-BGP session transports information about all prefixes for all VRFs
available in ACI (similarly to MPLS). See Listing 3-15.

Listing 3-15. MP-BGP Session Verification

leaf-101# show bgp vpnv4 unicast summary vrf overlay-1

BGP summary information for VRF overlay-1, address family VPNv4 Unicast
BGP router identifier 10.11.72.64, local AS number 65500

BGP table version is 26156142, VPNv4 Unicast config peers 1,

capable peers 1

1300 network entries and 1930 paths using 269504 bytes of memory

BGP attribute entries [86/15136], BGP AS path entries [0/0]

BGP community entries [0/0], BGP clusterlist entries [1/4]

Neighbor Vv AS MsgRcvd MsgSent  TblVer 1InQ OutQ Up/
Down State/PfxRc
10.11.96.65 4 65500 3522202 6121260 26156142 0o o0 6do1h 638
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leaf-101# show isis dteps vrf overlay-1
IS-IS Dynamic Tunnel End Point (DTEP) database:

DTEP-Address Role Encapsulation Type

10.11.96.65 SPINE N/A PHYSICAL

10.11.0.65 SPINE  N/A PHYSICAL, PROXY-ACAST-MAC
10.11.0.64 SPINE  N/A PHYSICAL, PROXY-ACAST-V4
10.11.0.66 SPINE  N/A PHYSICAL, PROXY-ACAST-V6
10.11.88.76 LEAF N/A PHYSICAL

10.11.96.66 LEAF N/A PHYSICAL

soine-199# show ip int loopback 0

IP Interface Status for VRF "overlay-1"

loo, Interface status: protocol-up/link-up/admin-up, iod: 4, mode: ptep
IP address: 10.11.96.65, IP subnet: 10.11.96.65/32
IP broadcast address: 255.255.255.255
IP primary address route-preference: 0, tag: O

Domain Name System

DNS (domain name system) configuration in ACI comes in handy when you prefer using
a hostname instead of a static IP address for referring to external services (typically
monitoring servers, AAA, vCenter).

As illustrated in Figure 3-24, configuration again primarily happens in Fabric ->
Fabric Policies -> Policies -> Global -> DNS Profiles. Here, choose the management
interface used for reaching the DNS providers (OOB vs. in-band) and define the provider
IPs themselves. Optionally, you can add the local DNS domain name.

DNS Profile - default

Name; gelma
Description:

Manageswat EPG. | gefault (Ou-cf-Bard) [
NS Peeniders:
+ Addrese TNl

BEES

Figure 3-24. DNS Profile configuration
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This time, it’s not necessary to include the DNS Profile in any policy group. Instead,
go to Tenants -> mgmt -> Networking -> VRFs -> oob and click the Policy tab in right

upper menu. Scroll down in the form and set the “default” DNS label as shown in
Figure 3-25.

- OUEF Adcrwes Famey Trpd O5PF Terars

- EXGRP Aooress Famiy Type EXSRP Acress Famiy Contixt

Figure 3-25. Default DNS label configuration

This label association relates to the name of the DNS Profile from fabric policies.
APIC will apply the configuration to all switches where this particular VRF is present.
That’s why it is beneficial to use the mgmt tenant and the out-of-band management VRE,
which is pervasive across the whole fabric.

Note The DNS configuration will be applied to APIC only if you use the default
DNS Profile object, not your own.

To check the results of the DNS configuration, view the contents of the /etc/resolv.
conf files on APIC or switches. See Listing 3-16.
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Listing 3-16. DNS Configuration Verification

apici# cat /etc/resolv.conf
# Generated by IFC
search apic.local

nameserver 10.11.0.1
nameserver 8.8.8.8

leaf-101# cat /etc/resolv.conf
nameserver 8.8.8.8

leaf-101# nslookup vrf management google.com
In progress

In progress

Done

Context from environment = 0

Server: 8.8.8.8

Address: 8.8.8.8#53

Non-authoritative answer:
Name:  google.com
Address: 142.251.36.78

Securing Fabric Management Access

As you already know from previous chapters, to access APIC for configuration and
monitoring, you can use either the GUI over HTTP(S), the CLI with SSH, or direct
REST API calls. Various security aspects of this management access can be configured
using the common policy located in Fabric -> Fabric Policies -> Policies -> Pod ->
Management Access (shown in Figure 3-26). It’s strongly recommended to leave
unencrypted protocols like Telnet and HTTP disabled. In case of HTTP, enable
redirection to 443 and make sure to choose a custom and valid signed SSL certificate
here. The certificate itself can be uploaded to APIC through Admin -> AAA ->
Security -> Public Key Management Tab -> Key Rings Tab.

As usual, you can edit the default Management Access Policy object or create your own.
This policy is applied in the Fabric Pod policy group and subsequently to the Pod profile.
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If you have edited the default one and you already have a Pod policy group associated with
a profile from a previous protocol configuration, any change will be immediately effective.
Just a small note: usually after submitting this form, the APIC web server needs to be
restarted, so it will suddenly disconnect you from the GUI. Don’t be surprised.

Figure 3-26. Management access configuration

Fabric-Wide Best Practice Configuration

In following paragraphs, I will cover additional global settings recommended by Cisco
for ACI fabric that lead to higher security, robustness, and risk mitigation. Make sure to
configure them right away during the initial deployment.

Enforce Subnet Check

The configuration option is located in System -> System Settings -> Fabric-Wide
Settings. Enable it to avoid unnecessary learning of endpoints (both local and remote) with
an IP not belonging to any of existing gateway subnets configured in a particular ACI VRE.

Endpoint IP Aging

Setting configurable in System -> System Settings -> Endpoint Controls -> IP Aging
Tab. In the default state, all endpoints have a single aging timer associated with them,
the endpoint retention timer. For locally learned endpoints, it is set to 900 seconds; for
remote ones, it is 300 seconds. Suboptimal resource utilization occurs in this default
setting when you have one MAC address associated with multiple IP addresses and some
of them stop communicating. Then all the IP entries still remain learned in the switch’s
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TCAM memory. By enabling IP aging, IP entries get their own independent timers. At
75% of retention timer, ACI sends an ARP/ND request three times; if no reply is received,
the IP entry is removed from the endpoint database.

Rogue Endpoint Control

Another best practice recommendation is found in System -> System Settings ->
Endpoint Controls -> Rogue EP Control. After enabling this feature, ACI will declare
an endpoint rogue when it is flapping between multiple leaf interfaces more times than
the configured “Detection Multiplication Factor” during a “detection interval.” A rogue
endpoint is temporarily statically pinned to the last seen interface for a “hold time”
interval so we can avoid rapid, unsolicited updates to the control plane and make the
ACI much more stable. After the hold time expiration, the endpoint is removed from the
database.

QoS Setting - DSCP Translation

Go to Tenant -> infra -> Policies -> Protocol -> DSCP class-CoS translation policy
for L3 traffic and enable it. This will ensure that all the ACI QoS classes will translate
to DSCP values in the outer IP header of a VXLAN packet when sending it through the
IPN/ISN. There, you can ensure the priority forwarding or other manipulation with the
specific ACI traffic class. Generally, it’s recommended to use the DSCP values currently
free and not classified already for other purposes in IPN/ISN. And make sure to prefer
the Control-Plane Traffic class between your Pods, which ensures stable and reliable
MP-BGP and APIC communication.

Fabric Port Tracking

This feature enables monitoring of a leaf’s fabric interfaces (uplinks). If the number
of active ones falls below the configured threshold, the leaf will disable all its host-facing
interfaces. We expect that this will force the end host switchover to the healthy and active
leaf. A best practice recommendation is to set the mentioned threshold to 0 active fabric
interfaces. You can find this knob in System -> System Settings -> Port Tracking.

Global AES Encryption

From both a security and operational point of view, it’s highly recommended to
globally enable encryption of sensitive data in ACI (e.g., passwords or credentials for ACI
integration). Without this option, when you create an ACI backup, the configuration is
exported without any passwords. Therefore, after the potential import, you could break
multiple ACI functionalities. Encryption can be enabled in System -> System Settings ->
Global AES Passphrase Encryption Settings. Set a minimum 16-character passphrase
and you are ready to go.
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Enforce EPG VLAN Validation

If you don’t expect usage of overlapping VLANSs in ACI, it’s recommended to
enable this check to prevent unintended association of multiple physical domains with
overlapping VLAN pools with the same EPG. I will cover these objects in Chapter 4, so you
can refer back to this setting. Configuration happens in System -> System Settings ->
Fabric Wide Setting.

IS-IS Redistributed Metric (applicable only for an ACI Multi-Pod architecture).

In System -> System Settings -> ISIS Policy -> ISIS metric for redistributed routes
you can configure a metric for internal TEP routes, which are redistributed on spines
between IPN OSPF/BGP and IS-IS. By setting the default metric value of 63 to 62 or lower,
you can enhance the convergence time and eliminate potential connectivity issues after
the spine switch is reloaded in a Multi-Pod environment. Principally, when you reboot a
spine, even before it downloads a policy from APIC, it starts to advertise IS-IS routes to
the IPN with the maximum metric (63) called the overload mode. When you decrease the
IS-IS metric for valid and stable spines, routing will prefer them over the rebooted one.

COOP Group

Go to System -> System Settings -> COOP Group and set this knob to Strict. This
will enable MD5 authentication between all COOP nodes in your fabric, which enhances

security and avoids unintentional information compromise.

ACI Fabric Monitoring and Backup

By implementing previous settings, you have finalized the initial hardening and
optimization of your ACI fabric. Before you start connecting any resources to ACI

and configuring application policies, it’s highly beneficial to start monitoring the
whole infrastructure and ensure continuous backing up of the APIC configuration.
The following sections get you started with SNMP, Syslog, NetFlow, and configuration
export/import.

Simple Network Management Protocol

Even though I see a clear trend of moving from traditional ways of network infrastructure
monitoring using SNMP (Simple Network Management Protocol, a pull model) to
utilizing real-time telemetry data (a push model), SNMP is still the first choice when it

comes to monitoring for the majority of our customers.
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ACI supports SNMPv1, v2, and v3 with the wide selection of both standardized
SNMP MIBs and Cisco-specific MIBs that can be all found in the following ACI MIB
Support List: www.cisco.com/c/dam/en/us/td/docs/Website/datacenter/aci/mib/
mib-support.html.

ACI doesn’t allow you to configure anything using SNMP, so the only supported
operations are

e SNMP read queries (Get, Next, Bulk, Walk)

e SNMP traps (v1, v2c, v3) for a maximum of 10 receivers

Note If you have implemented out-of-band contracts from the previous section,
don’t forget to add the filters allowing UDP ports 161 (SNMP agents) and 162
(SNMP servers); otherwise, you won’t be able to connect to the ACI switches and
APICs using SNMP or receive SNMP traps from them.

The SNMP configuration in ACI consists of a fairly simple three-step process. For
SNMP traps, you need to configure receiver and data sources; for SNMP read, you will
create and apply one more SNMP fabric policy.

First, go to Admin -> External Data Collectors -> Monitoring Destinations ->
SNMP Tab and click *+ to create a SNMP monitoring destination group. Here you will
define one or more SNMP trap receiver servers, their UDP port, version, community, and

management EPG preference (as shown in Figure 3-27).

Firmware | External Data Collectors |

Config Rolibacks |  Import/Export

Figure 3-27. SNMP trap destination group

Now you need to associate SNMP trap destinations with several data sources. By
doing so, you basically define which objects you want to receive events about on your
collector. And due to ACI’s differentiation between access interfaces, fabric uplinks, and
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logical tenant configuration, SNMP trap sources can be configured independently in
three different locations, based on type of expected monitored objects:

e Tenants -> <tenant_name> -> Policies -> Monitoring -> default
(has to be created) -> Callhome/Smart Callhome/SNMP/Syslog ->
SNMP Tab

o Fabric -> Fabric Policies -> Policies -> Monitoring -> default (or
common or you own) -> Callhome/Smart Callhome/SNMP/
Syslog -> SNMP Tab

e Fabric -> Access Policies -> Policies -> Monitoring -> default (or
your own) -> Callhome/Smart Callhome/SNMP/Syslog ->
SNMP Tab

The general recommendation is to configure the monitoring for all objects in each
category. You don’t want to miss any important information, after all. For simplicity, the
SNMP trap source configuration form is always identical. ACI allows you to granularly

apply different policies for each individual object if you click the little / symbol, or you
can leave the same setting for ALL (as shown in Figure 3-28).

System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

ALLTENANTS | AddTenant | Tenant Search: [EIEIGRSGGSSNEE ' common | AClLTenant | mgmt | T-POD1 | Tamaform_Tenant

Callhome/Smart Callhome/SNMP/Syslog

Monitoris - ~
':)bjec"f: ALL o S:EPT (_ cemome Smart Callhome Syslog )

« Name Destination Group

SNMP_Source SNMP_Trap_Receiver

Figure 3-28. SNMP trap source definition

To deploy these policies to the infrastructure, in Tenants, click the main tenant object
(its name) and open the Policy tab. There you will find the Monitoring Policy field with
the ability to associate a created policy. APIC will automatically configure SNMP traps on
all switches where its logical constructs (application policies) are instantiated.
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In both fabric sections you can put individual monitoring policies into an Interface
Policy Group, which is then associated with the Interface Profile and Switch Profile (see
Figure 3-29). Detailed theory behind these objects will follow in Chapter 4. For now,
consider it as a configuration for individual leaf/spine physical interfaces.

System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies Create Leaf Fabric Port Policy Group

(C» Quick Start Name: Leaf101_Uplinkinterface

> [ Pods Description:
> [ Switches

> [ Modules Link Level Policy: | sc

~ [ Interfaces Link Flap Policy: | select
~ @ Leaf Interfaces Monitoring Policy:  default v @

> [ Profiles MACsec Policy:  selec
~ [ Policy Groups L3 Interface Paolicy:

f Fabric Port DWDM Paolicy:  selec

> [ Spine Interfaces

Figure 3-29. SNMP trap monitoring policy deployment

A legitimate complaint is that this approach can over time become harder to
maintain. Three different places and a monitoring policy for each Interface Policy Group
in Fabric and Access Policies; why can’t you use one common policy for the whole
ACI, for the entire set of objects? In fact, you can! If you noticed, there is a common
monitoring policy in Fabric -> Fabric Policies -> Policies -> Monitoring. If you apply
any configuration here, it will have instantly global impact to all ACI objects. Even
without any additional association. Common is policy resolved as a last resort, when ACI
cannot find any other more specific default or your own monitoring policy objects.

Last but not least, you must configure the standard read access using SNMP. There is
only one additional policy needed, located in Fabric -> Fabric Policies -> Policies ->
Pod -> SNMP -> default (or create your own). Have the Admin state set to Enabled.

In client group policies you have to specify the source IPs allowed to communicate

with your devices using SNMP (consider it kind of SNMP ACL), and finally set a SNMP
community or SNMPv3 user in the respective fields. This object is, like before, applied to
Fabric -> Fabric Policies -> Pod -> Policy Groups and subsequently to the Pod profile.
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If you use default objects and have them already associated from previous configuration
tasks, you don’t need to do anything more here.

Now you should be able to access all your ACI switches and APIC via SNMP. The
configuration can be verified using the commands shown in Listing 3-17.

Listing 3-17. SNMP Verification

leaf-101# show snmp summary
Admin State : enabled, running (pid:17907)
Local SNMP engineID: [Hex] 8000000903700F6AB299DF
[Dec] 128:000:000:009:003:112:015:106:178:153:223

Community Context Status

snmpcom ok

User Authentication Privacy Status

Context VRF Status

Client VRF Status

10.17.84.48 management ok

Host Port Ver Level SecName VRF
10.10.1.1 162 v2c noauth snmpcom management

apici# show snmp summary

Active Policy: default, Admin State: enabled
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Local SNMP EngineID: 0x800000098088a3297ceab4666100000000
Local SNMP EngineBoots: 6
Local SNMP EngineTime: 3102549

Community Description

snmpcom

User Authentication Privacy
Client-Group Mgmt-Epg Clients
Zabbix default (Out-0f-Band) 10.17.84.48
Host Port Version Level SecName
10.10.1.1 162 v2c noauth snmpcom

Logging in ACI Syslog

APIC by default collects and saves into its internal database various useful monitoring
information about the whole ACI: faults, events, audit logs, and session logs. In the
following sections, I will describe them in a more detail and show you how to easily
export all of them using a standardized Syslog format to the external collector for further
analysis and backup

Faults

Faults are objects describing any kind of problems with the system. Each fault is a child
object of the main affected object, with its unique fault code, severity, description, and
lifecycle, transiting between the following states:
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e Soaking: First occurrence of a particular problem. During a soaking
timer (120sec) ACI monitors if the problem is still present or already
resolved.

e Soaking - Clearing: When the problem is gone, there is another
120sec timer during which ACI monitors it for a potential
reappearance.

o Raised: If the problem is not resolved during a soaking interval,
it moves to a raised state, telling the administrator that this issue
consistently persists.

o Raised - Clearing: After resolving the longer lasting problem, ACI
starts another 120sec timer for reappearance monitoring.

o Retaining: The resolved fault is left in the retaining state for 3600
seconds by default and then it is moved to a history database.

To find currently present faults in ACI, you can navigate to their central list in
System -> Faults. Besides this, each object has its own Fault tab in the upper right
corner of the configuration form. In Figure 3-30, you can see the properties of each fault
object. When the description isn’t clear enough, look in Troubleshooting tab for more
information about the recommended procedure.

Fault Properties

General Troubleshooting

]

Fault Code: F1451
Severity: minor
Last Transition: 2022-02-10T15:47:30.808+01:00
Lifecycle: Raised
Affected Object: topology/pod-1/node-199/sys/ch/p 1psu (@

Description: Power supply shutdown. (serial number POG2439ZEB2)
Type: Environmental

Cause: equipment-psu=-down

Change Set: almReg:0, cap:91.669998, descr:PSU, drawnCurr:0.000000, fanOpStunknown, hwWer:0.0, id:1, migTm:not
applicable, model:NXA-PAC-1100W-PE2, operSt:shut, rev:AQ, serPOG2439ZEB2, 1c:0, vid:VO3, vSrc:220v,
vendor:Cisco Systems Inc, volt:12.000000

Created: 2022-02-10T15:45:28.253+01:00
Code: F1451

Mumber of
Occurrences:

QOriginal Severity: minor
Previous Severity: minor
Highest Severity: minor

Figure 3-30. ACI fault object
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Events

An event represents the more traditional type of object, similar to a log message. It
describes a condition that occurred in a specific point in time, without the necessity for
user attention. It doesn’t have any lifecycle, so once created, it is never changed. You can
find a list of all events either in System -> History -> Events, or selectively in the History
tab of a specific object. The content of an event object is shown in Figure 3-31.

Event - 12885013150

Properties

D: 12885013150
Description: IP detached. EPG: uni/tn-T-POD1/ap-APP-WWW-POD1/epg-EPG-INT-POD1. IP: 192.168.21.20
Sewverity: info
Affected Object: uniftn-T-POD1/ap-APP-WWW-POD1/epg-EPG-INT-POD1/cep-00:50:56:9A:97:B2/ip-[192.168.21.20]
Created: 2022-02-10T13:04:48.205+01:00
Code: E4209236
Cause: transition
Change Set:
Action: special
Action Trigger: oper
Transaction ID: 12105675798376170000

User: internal

Figure 3-31. ACI event object

Audit Logs

Accounting entries describe which ACI user did what action in APIC, such as creation,
modification, or deletion of any object (as shown in Figure 3-32). The complete list

of these logs are in the traditional place of System -> History -> Audit Logs or in the
History tab of a particular object.
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Audit Log - 12884915578

Properties
ID: 12884915578
Description: Tenant T-POD1 created
Affected Object: uniftn-T-POD1
Time Stamp: 2022-03-05T13:01:42.527+01:00
Cause: transition
Change Set: annotation:orchestrator:terraform, name:T-POD1, userdom::all:
Action Performed: creation
Action Trigger: config
Transaction ID: 576460752308009046

User: admin

Figure 3-32. ACI audit log

Session Logs

As you can see in Figure 3-33, the last type of logging entries are session logs. They
basically inform an administrator about both successful and failed authentication to the
ACI devices using SSH or the REST API (they include standard GUI logins as well). They
can be found only in one place in ACI: System -> History -> Session Logs.

Tenants Fabric Virtual Networking Admin Operations Apps Integrations

| Dashboard | Controllers System Settings | SmartLicensing | Faults | History | ConhgZones | Active Sessions | Security

History within the last 24 hours v

Fault Records Event Records AuditLogs Session Logs Health Records

Created [[+] Affected Description User
2022-03-18T15:47:15.143+ e " T
01:00 8589952279 unifuserext/user-admin From-10.32.0.2-client-type-REST-5uccess admin

-03-1 :25.140+ - 13-client-type-REST-
2022-03-18T15:46:25.140- 8589952278 GiiljaseraRtRser-adiidi From-10.32.0.213-client-type-RES ademin
01:00 Success
2022-03-18T15:43:39.133.

% 8589952277 unifuserext/user-admin From-10.32.0.2-cllent-type-REST-Success admin

01:00

Figure 3-33. ACI session logs
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Syslog Configuration

All previously described objects have only a limited retention data storage available
when saved locally on the APIC cluster. You can configure these properties in
System -> Controllers -> Retention Policies, but the maximum numbers for log objects
are 1 million entries for audit logs and 500,000 for events and faults.

A much better and definitely best practice is to translate these native ACI monitoring
objects to standardized Syslog messages and export them to the external collector.
The configuration itself follows a very similar principle to SNMP traps. You start with
the definition of an external Syslog collector in Admin -> External Data Collectors ->
Monitoring Destinations -> Syslog. Create a new policy. I recommend checking both
Show Milliseconds in Timestamp and Show Time Zone in Timestamp options. Here you
can also enable logging to the console and a local file for defined log severity. On the
next page, fill the information about the syslog server: IP address, minimal exported log
severity, transport protocol, port, or preferred management EPG to reach the server.

The second part of the configuration consists of defining data sources for Syslog
messages. Similar to SNMP traps, you have to configure it either three times in three
different places, or use single common policy in Fabric -> Fabric Policies:

o Tenants -> <tenant_name> -> Policies -> Monitoring -> default
(has to be created) -> Callhome/Smart Callhome/SNMP/Syslog ->
Syslog Tab

« Fabric -> Fabric Policies -> Policies -> Monitoring -> default (or
common or you own) -> Callhome/Smart Callhome/SNMP/Syslog ->
Syslog Tab

o Fabric -> Access Policies -> Policies -> Monitoring -> default
(or your own) -> Callhome/Smart Callhome/SNMP/Syslog ->
Syslog Tab

You can configure the same Syslog source policy for ALL ACI objects or choose the

individual settings for different objects when you click the little symbol 7 inthe policy
configuration window. Finally, don’t forget to apply the created monitoring policies to
the respective objects (tenant policies or interface policy groups and profiles).
Verification of the Syslog configuration can be performed by looking to the Syslog
collector or listening for Syslog messages on the eth0 (the physical mgmt0) interface using
the tcpdump utility (if you chose OOB EPG during the configuration). See Listing 3-18.
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Listing 3-18. Syslog Messages Seen on a Leaf mgmt0 Interface

leaf-101# tcpdump -ni etho port 514

tcpdump: verbose output suppressed, use -v or -vv for full protocol decode
listening on etho, link-type EN10MB (Ethernet), capture size 262144 bytes
16:40:26.346279 IP 10.17.87.222.40400 > 10.17.89.22.514: SYSLOG local7y.
critical, length: 264

16:40:35.540159 IP 10.17.87.222.40400 > 10.17.89.22.514: SYSLOG local7.
error, length: 227

16:40:35.874568 IP 10.17.87.222.40400 > 10.17.89.22.514: SYSLOG local7.
critical, length: 275

16:40:35.889693 IP 10.17.87.222.40400 > 10.17.89.22.514: SYSLOG local7.
critical, length: 2760 packets dropped by kernel

You can also generate a test Syslog message with the severity of your choice directly
from APIC, as shown in Listing 3-19.

Listing 3-19. Artifical Syslog Message Generated on APIC

apici# logit severity critical dest-grp Syslog_Server server 10.17.89.22
"TEST SYSLOG MESSAGE"

NetFlow

The last, but not less important, monitoring protocol I will describe is NetFlow. From
previous chapter, you know that Nexus 9000s contain a hardware-based flow table,
collecting metering information about the entire traffic seen in the data plane, such

as source and destination MAC/IP addresses, TCP/UDP ports, VLANSs, Ethertype, IP
protocol, source interfaces, number of packets transferred, and more. In ACI mode, with
the assistance of the CPU, you can transform this flow table data into a standardized
NetFlow (v1, v5, or v9) entry and continuously it to the collector for further analysis and
processing. NetFlow information can be used, for example, for network monitoring and
planning, usage billing, anomaly detection, or general traffic accounting.

In ACI, you can gather the NetFlow data only on ingress of individual leaf host
interfaces. However, the flows are collected for all packets even before any security
policy is applied to them. Therefore, you are also able to see in your NetFlow collector
information about the flows that were actually denied by the switch due to applied or
missing contract and thus not forwarded further through the fabric.
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A prerequisite for enabling NetFlow in ACI is to reconfigure the default Fabric Node
Control policy located in Fabric -> Fabric Policies -> Policies -> Monitoring -> Fabric
Node Controls -> default. This setting by default instructs Nexus 9000 HW TCAMs to
prefer and install the Cisco Tetration Analytics sensor, which is mutually exclusive with
the hardware NetFlow collection. Prior to deploying NetFlow, configure this policy to
NetFlow Priority (see Figure 3-34).

System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

Inventory | [Fabric Policies | Access Policies

Policies Fabric Node Control - default
Cr Quick Start
>
> [ Switches
gimilnicles Properties
> [l Interfaces Name: default
- [ Policies Description:
> [ Pod
S Enable DOM: [7]

. ' I - - ™
Feature Selection: I\ Analytics Priority Netflow Pricrity Telemetry Priority )
- S

Monitoring

~ [ Fabric Node Controls

B defautt

Figure 3-34. Fabric node controls to NetFlow priority

The NetFlow configuration follows the Flexible NetFlow structure used in Cisco IOS
devices, so you will need to create Record, Monitor, and Exporter policies and apply
the results either to the leaf host interface or the bridge domain (logical L2 segment).
All three NetFlow configuration objects are located in Tenants -> <tenant_name> ->
Policies -> NetFlow or Fabric -> Access Policies -> Policies -> Interface -> NetFlow.

NetFlow Exporter

The first component to configure is NetFlow Exporter. In this policy, you define how to
reach the external data collector, which can be connected in any internal application
EPG or behind the external L3 network (in ACI represented by L30UT and external
EPG). Most of the fields are self-explanatory, as you can see in Figure 3-35. In the Source
Type and Source IP Address you can define what IP address the leaf will use when
sending the flow information to the collector to identify itself (TEP, OOB, in-band, or
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custom). In case of a custom Src IP, make sure to use a subnet with a /20 mask or larger.
ACI switches will use the last 12 bits of a defined subnet to code their NodelD into the

source address.

System Tenants Fabric Virtual Networking Admin Operations Apps Integrations
Inventory | Fabric Policies |  Access Policies
Create External Collector Reachability

Name: Metlow_Exporter

Policies

Dascription:

Source Type: Custom Src [P

Source IP Address: 10.0.0.1/20

Destination Port: 9996
Destinaticn IP Address: 10.17.87.43

QoS DSCP Value:

-
NetFlow Exporter Version Format: | Cisco proprietary version 1 Version 5

EPG Type: [ App EFG

Associated EPG: T-POD1 APP-WWW-POD1/EPG-MONITORING
Tenant Appacasion EPG

Figure 3-35. NetFlow exporter configuration

NetFlow Record

T-POD1/VRF-PODT

T-POD1/VRF-PODT

Next, you configure NetFlow Record, where you specify which flow information and

statistics you will match and collect (see Figure 3-36). Match parameters must be set with

respect to the IPv4, IPv6, or Ethernet address families. You can use these combinations

or their subsets:

e Source IPv4, Destination IPv4, Source Port, Destination Port, IP

Protocol, VLAN, IP TOS

¢ Source IPv6, Destination IPv6, Source Port, Destination Port, IP

Protocol, VLAN, IP TOS

o Ethertype, Source MAC, Destination MAC, VLAN

e Source IPv4/6, Destination IPv4/6, Source Port, Destination Port, IP

Protocol, VLAN, IP TOS
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System Tenants Fabric Virtual Networking Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies Create Flow Record

B LUK LEVE Name: |Netﬂow_Record|

» [ Link Level Flow Control Description:
> [ LLDP Interface

MACsec
= Collect Parameters: | Pkt disposition = Sampler ID x

> [ MCP Interface Pkts counter * | Bytes counter x
~ [ NetFlow First pkt timestamp %
Source Interface = TCP flags =

NetFlow Exporters
= & Recent pkt timestamp x

E tflow_Exporter

> [l NetFlow Exporters for VM ! Match Parameters: | Destination IPv4 =
> [ NetFlow Monitors Destination Port =/ IP Protocol =
Source IPvd = IPTOS =

» [ MetFlow Records
Source Port x| VLAN =

> [l PoE

Figure 3-36. NetFlow flow record configuration

NetFlow Monitor

In the final object, NetFlow Monitor, you join together the flow record with the flow
exporters (as shown in Figure 3-37). Simultaneously only two active flow exporters are
supported on a particular leaf switch.

Systemn Tenants Fabric Virtual Networking Admin Operations Apps Integrations

Access Policies

Create NetFlow Monitor [21<]

| MName: Netflow_Manitor

Description:

Associated Flow Record: Netflow_Record il
Associated Flow wm +

Exporters:
NetFlow Exporter

] Netflow_Exporter

Figure 3-37. NetFlow Monitor record configuration
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The finished NetFlow monitor is then applied to the individual Interface Policy
Group in Fabric -> Access Policies, or Tenants -> <tenant_name> -> Networking ->
Bridge Domain -> <BD_name> -> Policy tab -> Advanced/Troulbeshooting Tab (as
shown in Figure 3-38). If you applied a NetFlow policy to the bridge domain, APIC will
automate the configuration on all leaf interfaces belonging to it and filter the information
about incoming traffic to related BD subnets.

ing Admin Operations Apps Integrations

Summary Policy Operational Stats Health Faults History

General L3 Confgurations Advanced|Troubleshooting

~ KetFlow IP Fillor Type NetFlow Monitor Pobcy

e type

Figure 3-38. NetFlow monitor association with bridge domain

To verify the state of your flow cache, you can issue the command on the leaf switch
shown in Listing 3-20.

Listing 3-20. NetFlow Flow Cache Verification

ACI Fabric Backup

One of the most important aspects when dealing with any IT technology operation is its
backup. I prefer configuring the APIC cluster backup as soon as possible during the ACI
implementation, ideally before creating hundreds or even thousands of access policy
and tenant objects, just to make sure I won’t lose any progress accidentally.
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One of ACTI’s significant advantages lies in its automation capabilities. You can
apply a configuration to hundreds of switches around multiple datacenters from the
one, centralized place. And in the same way, you can very easily back up the whole
configuration of your datacenter networking. Thanks to the object information
model used in ACI, all configuration components can be represented and described
in a text form (JSON or XML) and therefore easily exported into one single text file.
APIC additionally compress it into a tar/gz .zip file, so the resulting size of the whole
configuration has usually single units of MBs at most.

A backup in ACI can be configured as a one-time job or you can granularly schedule
recuring exports on an hourly, daily, or weekly basis. The resulting .zip file is either
saved locally on APIC or automatically uploaded to a remote location using FTP, SFTP,
or SCP. Remember to enable global AES encryption, described in a previous section, to
ensure that sensitive data are also exported as a part of the configuration file (of course
in encrypted form).

The easiest and fastest way to create a one-time local backup is to navigate to
Admin -> Config Rollbacks. There, select Config Rollback for Fabric, optionally add a
description, and click Create a snapshot now (as shown in Figure 3-39).

Syslem Tenants Fabric Wirtual Networking Admin Operations Apps Integrations

Schedulors | Firmware | Extornal Data Collectors | Config Rolibacks |  Import/Export

Config Rollbacks for:
Snapshols File Name Description File Size (bytes) Actions

2022-01-18 21:3 ce2_defaultCneTiene-2022-01-18T21- K&5_DCACITOPS_0_Baseine 95733

Rollback

DCACITOPS_0_Ba: 96130 Select any one snapshol on left 1o start,

77303
Take a snapshat

148840

Create a snapshot now

Import export file to snapshot

Click o Icon on top

Modify import/export security settings
Click {:I» Icon on top

Figure 3-39. APIC local configuration snapshots

When you select a specific snapshot, returning to this previous state of ACI
configuration is matter of one click on the Rollback to this configuration button.
Optionally, you can further compare this selected snapshot with others and see
the changes. I highly recommend creating this snapshot before implementing any
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significant change. When something goes wrong or a change causes an outage, you don’t
want to spend too much time troubleshooting. The best solution in such a case is fast
rollback.

Let’s now create a remote export location in Admin -> Import/Export -> Remote
Locations (as shown in Figure 3-40). Fill in the IP address of a remote server, protocol,
path, credentials, and, as usual, the preferred management EPG to reach it.

Create Remote Location 0

Name: Backup_server

Description:

Host Name (or IP Address): 10.17.89.98

Protocol:( ftp jie]

Remote Path: JACI_Backup

Remote Port: 22

Username: | backup_user

Authentication Type: Use SSH Private Key Files )

Password: eeeee

Confirm Password: eeeee

Management EPG:  default (Out-of-Band) /@

Figure 3-40. Remote APIC configuration backup

The remote location can then be used in a configuration export object in
Admin -> Import/Export -> Export Policies -> Configuration. As depicted in
Figure 3-41, choose the export format, start time, and associate export destination and
create a new Scheduler object according to your needs and preferences. I recommend
performing at least one daily backup, but feel free to increase the recurrence.
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Create Configuration Export Policy (2 ]x] :
Integrations
Name: | Daily_Backup
Description:
F m-'.'m xml )
i = Create Scheduler 00
Target DN: Name:  Dady_Backup
Snapshot: [ ] Description
Scheduler:
Export Destination: | Backup_server =]

Schedule Windows:
Moty Global AES Encryption

Settings; Enabled [

Name When Max
Concument
Noges

| Every_aay Repeat every-day at 00:00 Unlirnited

Figure 3-41. Remote Configuration Export Policy with Scheduler

In the Operational tab of the Configuration Export Policy, you can check the
outcome of the implemented backup. If something failed during the process, there you
will find the error messages and continue with troubleshooting. The most common
problems with backups are related to server connectivity, credentials, or a wrong remote
path specified.

ACI Multi-Pod Configuration

The final section in this chapter is dedicated to showing you all the necessary
configuration steps to correctly prepare the Inter-Pod Network and ensure underlay
forwarding between ACI Pods including their own configuration in APIC. If ACI Multi-
Pod isn’t currently a thing for you, feel free to skip this part and continue to the next
chapter.

For next paragraphs, let’s assume the simple IPN topology shown in Figure 3-42.
In production, you can use more interconnections between all devices to increase the
available throughput and redundancy.
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Primary RP for 225.0.0.0/16 Second backup RP for 225.0.0.0/16
Firstbackup RP for 225.1.0.0/16 Thirdbackup RP for 225.1.0.0/16

el/3 192.168.0.2/31 e1/3 Q
P
IPN OSPF area 0
PIM BiDir

[4.¥-13 192.168.0.4/31 2113 W8
Primary RP for 225.1.0.0/16 Second backup RP for 225.1.0.0/16
Firstbackup RP for 225.0.0.0/16 Third backup RP for 225.0.0.0/16

IPN QSPFIBGP over VLAN 4 subintelface IPN‘OSPFIBGP over VLAN 4 subinteﬁace
< > < >

< >
Control-plane - Full-Mesh MP-BGP iBGP peerings based on Spine Router-ID IPs
Dataplane - VXLAN Transport

Figure 3-42. ACI IPN architecture and configuration

Before the ACI Multi-Pod deployment itself, prepare the following IP information:

o Internal TEP Pool (/16 - /23): One per Pod (first “seed” Pod should
be already addressed)

o External Routable TEP Pool (/24 - /29): One per Pod, used for
control plane and data plane forwarding between Pods. For each
spine, a MP-BGP Router ID will be chosen from this pool during the
configuration and APIC reserves three more IP addresses: Anycast-
mac External TEP, Anycast-v4 External TEP, and Anycast-v6 External
TEP. These are for Multi-POD VXLAN bridging and routing purposes.

o Underlay IPN Routing Subnets (/XX - /31): Based on the number of
L3 interconnections between spines and the IPN (and the IPN itself)

Inter-POD Network Configuration

With your IP plan ready, you can start configuring individual IPN devices. For this example,
I will use a Nexus 9000-based IPN, but I’'m sure the configuration can be simply adapted
to all other platforms or even vendors. Since the IPN is not managed by APIC, it doesn’t
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really matter which devices you use as long as they support the necessary features. Each
configuration part is meant to be implemented on all IPN devices unless stated otherwise.

Nexus 9000 Features

As a first step, you need to enable all protocols and CLI commands needed for IPN
features. See Listing 3-21.

Listing 3-21. Nexus 9000 Features Configuration

ACI-IPNX(config)# feature ospf (or/and bgp)
ACI-IPNX(config)# feature pim
ACI-IPNX(config)# feature dhcp

IPN VRF Instance

When you use IPN routers as a single purpose device, this step is not so important. In all
other cases, though, I highly recommend that you separate ACI IPN routing information
to its own Virtual Routing and Forwarding (VRF) instance. See Listing 3-22.

Listing 3-22. 1PN VRF Instance Configuration

ACI-IPNX(config)# vrf context IPN

OSPF/eBGP Process

Since ACI version 5.2(3), both OSPF and eBGP underlay routing protocols are supported
for IPN routing so choose based on your preference or other operational aspects. If
you’ve created an IPN VRE, these protocols need to run as part of it. See Listing 3-23.

Listing 3-23. 1PN OSPF Underlay Routing Configuration on IPN1

feature ospf
router ospf IPN
vrf IPN
router-id 1.1.1.1
log-adjacency-changes
passive-interface default
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At the time of writing, eBGP peerings only are supported between the IPN and
spines, so make sure to specify correct neighbor IP addresses and the autonomous
system. On the ACI side, BGP AS is configured during internal MP-BGP provisioning. See
Listing 3-24.

Listing 3-24. 1PN eBGP Underlay Routing Configuration on IPN1

ACI-IPN1(config)# feature bgp

router bgp 65534
vrf IPN
address-family ipv4 unicast
neighbor 192.168.11.0
description Spine118
remote-as 65500
log-neighbor-changes
neighbor 192.168.1.3
description iBGP Loopback of ACI-IPN3
remote-as 65534
log-neighbor-changes
update-source loopbacko
address-family ipv4 unicast
next-hop-self
neighbor 192.168.1.2
description iBGP Loopback of ACI-IPN2
remote-as 65534
log-neighbor-changes
update-source loopbacko
address-family ipv4 unicast
next-hop-self

L3 IPN Interfaces Facing ACI Spines

ACI uses hardcoded VLAN 4 when communicating with IPN, so the simplest way is to
configure L3 point-to-point subinterfaces on the IPN side. Between IPNs, configure
whatever is feasible: plain P2P L3 interfaces if no VRFs are used or subinterfaces/SVIs

when per VRF L3 connections are needed.
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Then it’s important to set a MTU to the value at least 50 bytes higher than the
maximum size used on your ACI host-facing interfaces or control plane MTU setting,
whichever is higher. The default MTU in ACI for the control plane and endpoints is 9000.
See Listing 3-25.

Listing 3-25. L3 Interface Configuration for IPN1

interface Ethernet1/1
mtu 9216
no shutdown

interface Ethernet1/1.4
description Spine118
mtu 9216
encapsulation dotiq 4
vrf member IPN
ip address 192.168.11.1/31
no shutdown

interface Ethernet1/2
description IPN2
mtu 9216
vrf member IPN
ip address 192.168.0.0/31
no shutdown

interface Ethernet1/3
description IPN3
mtu 9216
vrf member IPN
ip address 192.168.0.2/31
no shutdown

PIM Bidir Multicast Configuration

For Multi-Pod purposes, only the PIM Bidir protocol is supported and IPN devices have
to support configuring up to /15 multicast IP ranges.
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This PIM variant creates common bidirectional shared trees for multicast traffic
distribution from the rendezvous point (RP) to receivers and from the sources to the
rendezvous point. Both sources and receivers are represented by ACI spines when
sending any broadcast, unknown unicast, or multicast (BUM) traffic between Pods. It is
optimally scalable without the need for thousands of (S, G) entries in multicast routing
tables of IPN devices. Only (*, G) entries are present instead. Furthermore, multicast
trees in IPN are created thanks to IGMP as soon as the new bridge domain is activated in
ACI, so you don’t need to wait for the first multicast packet.

PIM Bidir cannot use standard Anycast RP, AutoRP, or BSR mechanisms for dynamic
RP announcements and redundancy. Instead, you will use the concept of statically
configured phantom RPs. Only one particular IPN device acts as the RP for the whole
ACI /15 multicast pool, or for the specific subset of multicast IP addresses, and in case of
failure, another IPN will take over. The RP placement and failover completely relies on
the basic longest prefix match routing to the RP IP address, which in fact isn’t configured
anywhere. From an addressing point of view, it just belongs to the loopback subnet with
variable masks configured around IPN devices. The one with the most specific mask
(longest prefix match) on its loopback interface will act as a current RP. That’s the reason
for calling it “phantom.” If not already, it will become clearer when you go through the
configuration example below.

Additionally, in your sample architecture with four IPN devices, assuming the default
GIPo multicast pool was used during APIC initialization, you can quite easily even load-
balance the multicast traffic with ensured redundancy. Just split the previous /15 pool
into two /16s and implement the RP configuration like this:

e IPNI is the primary RP for multicast range 225.0.0.0/16 and the first
backup RP for 225.1.0.0/16

e IPN2is the primary RP for multicast range 225.1.0.0/16 and the first
backup RP for 225.0.0.0/16

e IPN3is the second backup for multicast range 225.0.0.0/16 and the
third backup RP for 225.1.0.0/16

e IPN3is the second backup for multicast range 225.1.0.0/16 and the
third backup RP for 225.0.0.0/16

But why have second and third backups with just two ACI Pods? If you lose both
IPN 1 and 2, backups won’t be used for anything actually. But imagine having these four
IPN devices interconnecting three+ ACI Pods. Then, even after losing the two main IPN
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devices, you want to ensure that multicast is working and additional backups will take
over. I used to implement the phantom RP this way for our customers in production. See

Listings 3-26 through 3-28.

Listing 3-26. Phantom RP Loopback Configuration

IPN1

IPN2

interface loopback1

description BIDIR Phantom RP 1

vrf member IPN

ip address 192.168.254.1/30

ip ospf network point-to-point

ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

interface loopback2

description BIDIR Phantom RP 2
vrf member IPN

ip address 192.168.255.1/29

ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

interface loopback1

description BIDIR Phantom RP 1

vrf member IPN

ip address 192.168.255.1/29

ip ospf network point-to-point

ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

interface loopback2

description BIDIR Phantom RP 2
vrf member IPN

ip address 192.168.255.1/30

ip ospf network point-to-point
ip router ospf IPN area 0.0.0.0
ip pim sparse-mode

IPN3

IPN4

interface loopback1

description BIDIR Phantom RP

1 vrf member IPN ip address
192.168.254.1/28 ip ospf network
point-to-point ip router ospf

IPN area 0.0.0.0 ip pim sparse-
modeinterface loopback2 description
BIDIR Phantom RP 2 vrf member IPN
ip address 192.168.255.1/27 ip ospf
network point-to-point ip router ospf
IPN area 0.0.0.0 ip pim sparse-mode

interface loopback1

description BIDIR Phantom RP

1vrf member IPNip address
192.168.255.1/27ip ospf network
point-to-pointip router ospf

IPN area 0.0.0.0ip pim sparse-
modeinterface loopback2description
BIDIR Phantom RP 2vrf member IPNip
address 192.168.255.1/28ip ospf
network point-to-pointip router ospf
IPN area 0.0.0.0ip pim sparse-mode

134



CHAPTER 3 FABRIC INITIALIZATION AND MANAGEMENT

Listing 3-27. Phantom RP Multicast Groups, All IPNs

vrf context IPN
ip pim rp-address 192.168.254.2 group-list 225.0.0.0/16 bidir
ip pim rp-address 192.168.255.2 group-list 225.1.0.0/16 bidir
ip pim rp-address 192.168.254.2 group-list 239.255.255.240/28 bidir

Listing 3-28. Multicast L3 Interface Configuration

interface Etherneti1/1.4
ip pim sparse-mode
no shutdown

interface Ethernet1/2
ip pim sparse-mode
no shutdown

interface Etherneti/3
ip pim sparse-mode
no shutdown

DHCP Relay Agent Configuration

An important feature to enable automated Multi-Pod discovery is the DHCP relay. It
takes a broadcast DHCP Discover message and proxies it to the APIC as a unicast packet.
Configure all IPN interface-facing spines with a relay to all used APIC VTEP addresses
(their bond0.xxxx interface). See Listing 3-29.

Listing 3-29. DHCP Relay Configuration Example

ACI-IPNX(config)# service dhcp
ACI-IPNX(config)# ip dhcp relay

interface Ethernet 1/1
ip dhcp relay address 10.11.0.1
ip dhcp relay address 10.11.0.2
ip dhcp relay address 10.11.0.3
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Quality of Service for ACI Gontrol-Plane in IPN

Quality of Service (QoS) is for some network engineers kind of abstract “magic” (true
story @)). If configured, usually they just hope it will do its job somehow in case of
network congestion. In Multi-Pod ACI, where the APIC cluster can be stretched between
distinct locations and spines are exchanging a lot of control plane information along the
production data, it’s even more important to ensure prioritization for the control plane
traffic. Let me show you how. It’s actually not so difficult to tune the IPN performance for
ACI from a QoS perspective to support its operation in any circumstances.

The first prerequisite to use QoS in IPN was already recommended in the “Fabric-
Wide Best Practices” section in this chapter: enable the DSCP class to CoS translation
for L3 traffic between ACI Pods or sites, as shown in Figure 3-43 (Tenant -> infra ->
Policies -> Protocol -> DSCP class-CoS translation policy for L3 traffic). By enabling
this feature, configured ACI QoS classes will translate into DSCP values in the outer IP
header of a VXLAN packet when sending it through the IPN/ISN.

DSCP class-CoS translation policy for L3 traffic

> [ Networking
[ Contracts
~ [ Policies
v B Protocol Properties
> Ba BFD Translation Policy State: Enabled
> [ BFD Multihop User Level 1: CS1
> [ ND RA Prefix User Level 2: CS2
> B BGP User Level 3: CS3
> [ Custom QoS User Level 4: AF11 low drop
> [ Data Plane Policing ] User Level 5. AF21 low drop
> [ DHCP User Level 6: AF31 low drop
E DSCP class-CoS translation policy for L3 traffic Control Plane Traffic: CS4
> [l EIGRP Policy Plane Traffic: Expedited Forwarding
> [ End Point Retention Span Traffic: | CS5

> [ Fabric Ext Connection Policies Traceroute Traffic: | CS6

> [ First Hop Security

Figure 3-43. Quality of Service DSCP to CoS Translation Policy
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For your purposes, the most important traffic classes are Control Plane Traffic
with CS4 (DSCP value 32) and Policy Plane Traffic with Expedited Forwarding (DSCP
value 46). You will match these two and use them in the Nexus 9000 QoS CLI. If you
have deployed some other networking devices as IPNs, just map the configuration in
their CLI.

At first, create a QoS class map matching the control plane DSCP values and a policy
map classifying the traffic into an internal N9K QoS group 7. The policy map will be then
applied on all IPN ingress interfaces where the spines are connected. See Listing 3-30.

Listing 3-30. QoS Classification of ACI Control Plane Traffic in [IPN

class-map type qos match-all ACI Control Plane
match dscp 32,46

policy-map type qos ACI QoS Classification
class ACI_Control Plane
set qos-group 7

interface Eth1/1.4
description Spine291
service-policy type qos input ACI_QoS Classification

interface Eth1/2.4
description Spine292
service-policy type qos input ACI QoS Classification

Next, you need to prepare the queuing configuration, defining that matched control
plane traffic will get priority in case of any interface congestion. Class names in the
following example are predefined on Nexus 9000 and they match internal QoS classes.
So, if you classify ACI control plane traffic into the qos-group 7, in the following queuing
policy map, it will be part of class c-out-8qg-q7. Any control plane traffic in this class will
be put into the priority queue. See Listing 3-31.
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Listing 3-31. Queuing Configuration for ACI Traffic

policy-map type queuing ACI-8qg-out-policy

class type queuing c-out-8q-q7
priority level 1

class type queuing c-out-8g-q6
bandwidth remaining percent 0

class type queuing c-out-8qg-q5
bandwidth remaining percent 0

class type queuing c-out-8q-q4
bandwidth remaining percent 0

class type queuing c-out-8g-q3
bandwidth remaining percent 0

class type queuing c-out-8qg-q2
bandwidth remaining percent 0

class type queuing c-out-8g-q1
bandwidth remaining percent 0

class type queuing c-out-8q-q-default
bandwidth remaining percent 100

Note As you can see, Nexus 9000s support eight different traffic classes for
queuing. In the same way as you configured priority for the control plane, you
can reserve bandwidth for any other ACI traffic class defined in APIC. Just match
different DSCP values, put the traffic in the respective qos-group, and define the
amount of bandwidth available for a particular queue in the previous queuing
policy map.

The completed queuing policy map now needs to be globally assigned on the switch
using the commands shown in Listing 3-32.
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Listing 3-32. Custom ACI Queuing Policy Map Application

system qos
service-policy type queuing output ACI-8q-out-policy

To verify QoS operation, first have a look at ingress interfaces to see if there are
matched control plane packets, defined in your class map. See Listing 3-33.

Listing 3-33. ACI Control-Plane QoS Classification Verification in IPN

ipn-1# show policy-map interface e1/1.4 input
Global statistics status : enabled

Ethernet1/1.4
Service-policy (qos) input:  ACI QoS Classification
SNMP Policy Index: 285213859

Class-map (qos): ACI Control Plane (match-all)

Slot 1
156729 packets
Aggregate forwarded :
156729 packets
Match: dscp 32,46
set qos-group 7

Second, check the output IPN interface-facing IP network between Pods from a
queuing perspective, as shown in Listing 3-34.

Listing 3-34. IPN Custom Queuing Verification for ACI Control-Plane Traffic

ipn-1# show queuing interface ethi/5 | b "GROUP 7"

| 00S GROUP 7 |
e L e TP +
| | Unicast |[Multicast

B et b e +
| Tx Pkts | 72215 o
| Tx Byts | 17213375| o
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| WRED/AFD & Tail Drop Pkts | 0] (o]
| WRED/AFD & Tail Drop Byts | 0| 0|
| Q Depth Byts | o] 0]
| WD & Tail Drop Pkts | 0] (o]
o +

Now, with all the previous IPN configuration in place, you are ready to create
additional necessary objects in ACI and enable Multi-Pod features.

APIC Multi-Pod Wizard

Since ACI version 4.2(1), adding a new Pod to your ACI infrastructure is literally matter
of few clicks thanks to the highly recommended configuration wizard. It creates the
entire set of ACI objects needed for Multi-Pod on your behalf and ensures you don’t miss
anything. To use it, navigate to Fabric -> Inventory and on the QuickStart page choose
Add Pod. The Multi-Pod configuration using the wizard must start with the first
“seed” Pod and then repeat the process for all other Pods.

When started, the wizard presents you with following steps (pages):

o Page1 “Overview:” A theoretical overview about Multi-Pod concepts
and needs, for your reference

o Page 2 “Pod Fabric:” Allows you to configure the Pod ID, TEP pool,
and L3 interfaces used between spines and the IPN

o Page 3 “Routing Protocol:” Focused on OSPF/BGP underlay routing.
In the OSPF Interface Policy, make sure to match the parameters of
the IPN protocol configuration (OSPF is especially prone to MTU,
timer, or a network type mismatch).

o Page 4 “External TEP:” Lets you configure the external routable TEP
pool. After entering the pool subnet, APIC will automatically fill the
data plane TEP IP and Router-ID for MP-BGP peering, so no need to
change anything here.

o Page 5 “Confirmation:” APIC will inform you here about all the
objects created for Multi-Pod purposes and optionally you can
change their names.
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After submitting the whole form, repeat the process for all other Pods present in your
ACl infrastructure.

ACI Multi-Pod Verification and Troubleshooting

To verify the correct operation of Multi-Pod architecture, you can start by checking the
IPN OSPE Make sure you have FULL adjacencies between all devices and that you see
ACI TEP prefixes announced from spines to the IPN. See Listing 3-35.

Listing 3-35. IPN OSPF Verification

ACI-IPN1# show ip ospf neighbors vrf IPN
OSPF Process ID IPN VRF IPN
Total number of neighbors: 3

Neighbor ID Pri State Up Time Address Interface
2.2.2.2 1 FULL/ - 3w2d 192.168.0.1 Eth1/2
3.3.3.3 1 FULL/ - 3w2d 192.168.0.3 Eth1/3
172.16.11.3 1 FULL/ - 3w2d 192.168.11.0 Eth1/1.4

ACI-IPN1# show ip route ospf-IPN vrf IPN

IP Route Table for VRF "IPN"

"*' denotes best ucast next-hop

"#*' denotes best mcast next-hop

"[x/y]" denotes [preference/metric]
'%<string>' in via output denotes VRF <string>

10.11.0.0/16, ubest/mbest: 1/0

*via 192.168.11.0, Eth1/1.4, [110/20], 3w2d, ospf-IPN, type-2
10.11.0.1/32, ubest/mbest: 1/0

*via 192.168.11.0, Eth1/1.4, [110/20], 1w4d, ospf-IPN, type-2
10.11.0.2/32, ubest/mbest: 1/0

*via 192.168.11.0, Eth1/1.4, [110/20], 1w4d, ospf-IPN, type-2
10.11.0.3/32, ubest/mbest: 2/0

*via 192.168.0.3, Eth1/3, [110/20], 2wod, ospf-IPN, type-2
10.22.0.0/16, ubest/mbest: 2/0

*via 192.168.0.3, Eth1/3, [110/20], 3w2d, ospf-IPN, type-2
...output omitted...
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Check that each IPN-facing spine switch has the following IP interfaces configured
for Multi-Pod operation (loopback numbers may vary):

o Loopback 5: Data plane VXLAN anycast TEP for MAC bridging
o Loopback 6: Data plane VXLAN anycast TEP for IPv4 routing
o Loopback 7: Data plane VXLAN anycast TEP for IPv6 routing

o Loopback 8: Anycast external TEP address used as a next hop for
EVPN (MAC and IP endpoint entries) in BGP

e Loopback 15: Router ID for MP-BGP protocol peering (EVPN
control plane)

o Now see Listing 3-36.

Listing 3-36. Spine Multi-Pod L3 Interfaces

soine-118# show ip interface vrf overlay-1
IP Interface Status for VRF "overlay-1"
lo5, Interface status: protocol-up/link-up/admin-up, iod: 83, mode:
anycast-mac,external
IP address: 10.11.0.33, IP subnet: 10.11.0.33/32
IP broadcast address: 255.255.255.255
IP primary address route-preference: 0, tag: O
lo6, Interface status: protocol-up/link-up/admin-up, iod: 84, mode:
anycast-v4,external
IP address: 10.11.0.34, IP subnet: 10.11.0.34/32
IP broadcast address: 255.255.255.255
IP primary address route-preference: 0, tag: O
lo7, Interface status: protocol-up/link-up/admin-up, iod: 85, mode:
anycast-v6,external
IP address: 10.11.0.35, IP subnet: 10.11.0.35/32
IP broadcast address: 255.255.255.255
IP primary address route-preference: 0, tag: O
lo8, Interface status: protocol-up/link-up/admin-up, iod: 86, mode: etep
IP address: 172.16.11.1, IP subnet: 172.16.11.1/32
IP broadcast address: 255.255.255.255
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IP primary address route-preference: 0, tag: O
lo15, Interface status: protocol-up/link-up/admin-up, iod: 97,
mode: cp-etep

IP address: 172.16.11.3, IP subnet: 172.16.11.3/32

IP broadcast address: 255.255.255.255

IP primary address route-preference: 0, tag: O

. output omitted ...

Next, you should find the MP-BGP peerings in VRF overlay-1 on spines for address
families VPNv4, VPNv6, and L2VPN EVPN. See Listing 3-37.

Listing 3-37. MP-BGP peerings verification

soine-118# show bgp l2vpn evpn summary vrf overlay-1

BGP summary information for VRF overlay-1, address family L2VPN EVPN
BGP router identifier 172.16.11.3, local AS number 65534

BGP table version is 66324, L2VPN EVPN config peers 1, capable peers 1
444 network entries and 460 paths using 75888 bytes of memory

BGP attribute entries [13/2288], BGP AS path entries [0/0]

BGP community entries [0/0], BGP clusterlist entries [0/0]

Neighbor Vv AS MsgRcvd MsgSent  TblVer 1InQ OutQ Up/Down
State/PfxRcd

172.16.22.3 4 65532 71387 22706209 66324 O 0 3w2d
163

172.16.22.4 4 65532 71385 22706210 66324 O 0 3w2d
163

For endpoint connectivity to work between ACI Pods, both local and remote
endpoint entries should be visible in the MP-BGP database (see Figure 3-44). The EVPN
information is quite complex, but I will cover it later in detail as part of Chapter 6.
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Route Type: Ethernet %e'gment Etherneit‘ Tag  MAC Address MAC Address IP Address IP Address
2-MAC/IP Identifier Identifier Length Length

/

\
Spine-118#% show bgp 12Nrpn 1\224168.33.1‘1l0 vrf o;%lay—l / / /
Route Distinguisher: 1:167%9199 (L2VNI W)

BGP routing table entry for [2]:[0]:[16187326]:[48]:[0050.5689.4586]:[32]:[192.168.33.10]/272, version 65918 dest ptr Oxab706e86
Paths: (1 available, best #1)

Flags: (0x00021a 0x000009) on xmit-list, is in rib/evpn, is not in HW, is in 12rib mpod shard, is in 12rib

Multipath: eBGP iBGP

Advertised path-id 1
External TEP|IP

Path type (0xal26e908): internal 0xc0000018 0x220040 ref 0 adv path ref 1, path is valid, is best path, is in 12rib
\‘p Imported from (0xal489880) 2:16777199:[2]:[0]:[16187326]:[48]:[0050.5689.4586]:[32]:[192.168.33.10]/144
ASAPath: NONE, path sourced internal to AS

172.16.22.1 (metric 20) from 172.16.22.3 (172.16.22.3)
origin IGP, MED not set, localpref 100, weight 0 tag 0, propagate 0
Received label 16187326 2850817

Received path-id 1
Extcommunity:

RT:5:16

500:2:2

ENCAP:8 BD VNID VRF VNID

Control-plane TEP

Path-id 1 not advertised to any peer

Figure 3-44. MP-BGP endpoint database entry

And finally, you should see the same information redistributed from MP-BGP to
the local COOP database, which can be checked by issuing the command shown in
Listing 3-38.

Listing 3-38. COOP Database Verification
soine-118# show coop internal info ip-db key 2850817 192.168.33.10

IP address : 192.168.33.10
Vrf : 2850817
Flags : Ox2
EP bd vnid : 16187326
EP mac : 00:50:56:89:45:86
Publisher Id : 172.16.22.1
Record timestamp : 01 01 1970 00:00:00 O
Publish timestamp : 01 01 1970 00:00:00 O
Seq No: 0
Remote publish timestamp: 03 19 2022 17:16:03 301209130
URIB Tunnel Info
Num tunnels : 1
Tunnel address : 10.22.0.34
Tunnel ref count : 1
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CHAPTER 3 FABRIC INITIALIZATION AND MANAGEMENT

Summary

By the end of this chapter, you should have gained the necessary knowledge and
practical skills to initialize ACI for both single-fabric and Multi-Pod architectures.
You’ve gone through the automated switch discovery process, out-of-band and in-band
management access, best practice recommendations for the initial fabric configuration,
and protocols related to the fabric management, operation, and monitoring. You also
learned how to correctly configure an Inter-Pod Network to support all the necessary
features for ACIL.

Since the fabric is currently up and running, you can start connecting endpoints to it.
The next chapter will focus on ACI access policies representing configuration options for
the physical underlay leaf host interfaces.
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ACI| Fundamentals:
Access Policies

ACI, due to its application-centric philosophy and multi-tenancy, differentiates between
the common physical underlay network consisting of leaf/spine switches and the
logical network model describing tenant application policies and the logical network
configuration (VRFs, BDs, EPGs, etc.). In this chapter, you will look closer at underlay
access policies, the first and very important configuration aspect to ensure end host
connectivity.

Access policies are a group of universal configuration objects associated between
each other to completely describe settings for individual end host-facing interfaces on
leaf or spine switches. This implies that all end hosts without a difference need them.

It doesn’t matter if you plan to connect a bare-metal server, virtualization hypervisor,
external router, legacy switch, firewall, load balancer, or IPN/ISN device. All of them
must have an entire set of access policies in place to communicate through ACI.

Additionally, they describe encapsulation resources (VLAN IDs or VXLAN VNIDs)
usable on specified interfaces. The important term is usable. In access policies you
don’t define actually used encapsulation or how it will be specifically configured on
particular interface (e.g., mode access or trunk). You just grant a usage permission for
encapsulation IDs and the mapping itself will happen later in the tenant policies.

Access policies are global and usually configured by the global ACI administrator.
This especially applies to datacenter service providers. On the other hand, tenants can
be maintained by completely different subjects without admin rights to the whole ACI
configuration. By the proper design of access policies, the global admin can easily ensure
separation of hardware and encapsulation resources between ACI tenants, preconfigure
the underlay networking for them, and simply expose all the settings using the single
object mapping I will describe in the following sections.
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CHAPTER 4  ACI FUNDAMENTALS: ACCESS POLICIES

In Figure 4-1, you can view the complete set of access policies and their relation to tenant
policies. I will gradually focus on each object and describe its significance for the whole.

. LLDP Policy
Leaf Interface Profile Interface Policy 4 LLDP_Enabled
L101-102_IntProf Group
- Lf101_102 05 VPC ~ ~—_
Port Channel
Policy
LACP_Enabled

Port Selector
eth1_5 Strom Control
Policy
i ¢ BUM_10_Drop
1/5 Physical Domain

Tenant_PhysDom

. ‘

/
3 s
Access Policies /

,' VLAN Pool VLAN Encap Block

Tenant Policies }/ Tenant_StVLAN VLAN 9, VLAN 10, VLAN 11
Application
Tenant . EPG
Tenant > Profile « Web_EPG
App_AP

:

Static Path Mapping VLAN Port Encapsulation
Pod-1/Node-101-102/Lf101_102_05_VPC VLAN 9 (trunk)

Figure 4-1. Overview of ACI access policies with relation to tenant EPGs

The philosophy of access policy configuration is the same as with fabric policies in the
previous chapter. First, you need to create individual policy objects where each policy is
related to a specific protocol or functionality, but without an exact affiliation to a concrete
switch or interface. Consider them to be universal building blocks. Then you create lists of
individual policies (kind of a policy template) called policy groups. Finally, the policy group
is applied to a switch or interface profile. In general, it doesn’t matter in which order you
create individual access policy objects, just make sure to have all of them at the end.

Switch Policies

You will start the configuration by creating switch policies. These objects define global
switch settings related to access connectivity and vPC domain parameters. Most
importantly, they allow you to specify switch node IDs on which you will later configure
individual access interfaces.
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Switch Protocol Policies and vPC

When you navigate to Fabric -> Access Policies -> Policies -> Switch, you will find
individual policies for various switch-wide functions: Dot1x, bidirectional forwarding
detection parameters, control plane policing, fiber channel, forwarding scale profiles,
and many more. As usual in ACI, each of them has a precreated default object, which is
resolved in case no custom object is used. If there is a need to change some property,
the best practice is to create a new policy instead of changing the default one. By doing
so you avoid an unintentional configuration change on all switches in the default state.
Another recommendation is to name the object according to its actual purpose and
settings inside.

e Optimal names: IPv4_BFD_Enable, High_LPM_ScaleProfile, CoPP_

Permissive
e Ambiguous names: BFD_Policy, NetFlow, PTP_Profile

Mostly I don’t customize default individual switch policies if not explicitly required,
but there is one exception almost always. As compared to legacy NX-OS mode, when
you plan to create vPC port channels, a pair of switches has to be bundled into a vPC
domain. For this purpose, in switch policies, navigate to the Virtual Port Channel
default object. Here you can create so-called explicit VPC protection groups (as shown
in Figure 4-2). The logical pair ID corresponds to the vPC domain ID.

System Tenants Fabric Virtual Networking Admin Operations Apps ntegrations

Fabric Policies | Access Policies
Virtual Port Channel Security Policy - Virtual Port Channel default %

Pallcy Faults

Description

Domain Policy Switches Logical Par ID Vietual IP

101, 102 1 1011 BB 78732

mm, 202 s 0a2BIA3E

Figure 4-2. Explicit VPC protection groups

Notice that each pair of leaves in the vPC receives another common “Virtual IP”
from a respective POD VTEP pool. This IP represents their anycast VTEP address since
at that moment, all traffic originated from or destined to a vPC port-channel will be
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routed inside the fabric to this virtual anycast VTEP address instead of individual switch-

specific addresses.

vPC policy doesn’t need to be applied anywhere; it’s sufficient to create a protection
group, and the configuration is immediately pushed to the fabric. On ACI leaves, the vPC
domain is implemented in a very similar manner compared to NX-OS, just without need
for a physical vPC peer-link and peer-keepalive between leaves. The vPC control plane is
established via spine switches instead. To verify the configuration deployment, you can

use well-known show commands from NX-OS, as shown in Listing 4-1.

Listing 4-1. vPC Verification

Leaf-101# show ip int lo1l

IP Interface Status for VRF "overlay-1"

lo1, Interface status: protocol-up/link-up/admin-up, iod: 86, mode: wpc
IP address: 10.11.88.76, IP subnet: 10.11.88.76/32 <- Anycast VTEP IP

IP broadcast address: 255.255.255.255
IP primary address route-preference: 0, tag: O

Leaf-101# show vpc brief
Legend:

(*) - local vPC is down, forwarding via vPC peer-link

vPC domain id
Peer status
vPC keep-alive status

Configuration consistency status

Per-vlan consistency status
Type-2 consistency status
vPC role

Number of vPCs configured
Peer Gateway

Dual-active excluded VLANs
Graceful Consistency Check
Auto-recovery status
Delay-restore status
Delay-restore SVI status
Operational Layer3 Peer
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: peer adjacency formed ok
: Disabled

: success

: success

: success

: primary

4

: Disabled

: Enabled

: Enabled (timeout
: Enabled (timeout
: Enabled (timeout
: Disabled

200 seconds)
120 seconds)
0 seconds)



vPC Peer-link status

id Port Status Active vlans

Leaf-101# show vpc role

vPC Role status

vPC role

Dual Active Detection Status
vPC system-mac

vPC system-priority

vPC local system-mac

vPC local role-priority

Switch Policy Group

CHAPTER 4  ACI FUNDAMENTALS: ACCESS POLICIES

: primary

0

1 00:23:04:ee:be:01
1 32667

: 70:0f:6a:b2:99:e5
. 101

Individual customized switch policies have to be put inside a switch policy group,

creating a template for a switch configuration. This object can be created in Fabric ->

Access Policies -> Switches -> Leaf Switches -> Switch Policy Group (see Figure 4-3).
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Create Access Switch Policy Group 0
Name: Lf101_102_PolGrp ~
Description:
Spanning Tree Policy: select a value -
BFD IPV4 Policy: IPv4_BFD_Enable v @

BFD IPV6 Policy: select a value

BFD Multihop IPV4 Policy: select a value

BFD Multihop IPV6 Policy: select
Fibre Channel Node Policy: select a value
PoE Node Palicy: select a value

Fibre Channel SAN Policy: <

Meonitoring Policy: <

NetFlow Node Policy: select a value

CoPP Leaf Policy: CoPP_Permissive s @
Forward Scale Profile Policy: High_LPM_ScaleProfile -
Fast Link Failover Policy: select a value
802.1x Node Authentication Policy: select a value
CoPP Pre-Filter: |select a value
Eauioment Flash Confia: 'select a value o L¥]

Figure 4-3. Switch policy group

Note All fields without a custom policy result in the default one.

Switch Profile

In Fabric -> Access Policies -> Switches -> Leaf Switches -> Switch Profiles, you can
create the most important object of switch policies: the switch profile. It allows you to
map switch policy groups to concrete leaf or spine switches based on their Node IDs
and at the same time it defines on which switches you will configure interfaces when the
switch profile is associated to the interface profile (as shown in Figure 4-4).
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Create Leaf Profile (21X}

STEP 1 > Profile 1. Profile 2. Associations

Name: Lf101_102_SwProf

Description:
Leaf Selectors: T +
Name Blocks Palicy Group
| Li101_102_Swsel 101,102 Lf101_102_PolGrp
STEP 2 > Associations 1. Profile 2. Associations
Interface Selector Profiles: (@) b
Select +« Name Description
|= LF101_102_IntProf
Module Selector Profiles: O 4
Select Name Description

Figure 4-4. Switch profile

There are multiple ways to design switch profiles:

1. All switches in one profile: Useful for applying common switch
settings using a single switch policy group to a profile association

2. Two switches in one profile: Useful in a vPC pair to keep the
consistent configuration between the two

3. One switch per profile: Good practice when you want to
configure each switch and its interfaces independently

4. Combination of above: It’s not a problem to combine the
previous approaches and create one profile per switch used
for individual interface configurations and then add additional
profiles for vPC pairs and finally create one universal profile
covering the entire fabric for a switch policy group association.

One switch can be part of multiple profiles; you just can’t overlap the interfaces
configured in them. ACI displays an error message in such a case.
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Figure 4-5 summarizes all the objects forming switch policies.

\
: Optional Custom !
| Policies |

N ——

Figure 4-5. Summary of switch policies

Interface Policies

Switch policies universally describe ACI leaves or spines and their global access settings,
but not how their interfaces should be configured. For this purpose, you will use

interface policies, another set of stand-alone ACI objects. Only after associating interface
profiles with switch profiles will you achieve the resulting access interface configuration.

Interface Protocol Policy

On the legacy switch, you can apply various commands or create interface templates for
each interface. ACI uses a modular object-oriented approach instead of that. The first
step is to create individual interface protocol policies.

In Fabric -> Access Policies -> Policies -> Interface, you can update the default
or create your own objects defining independent protocols settings for your access
interfaces. At this point, they are not related to any specific interface; they just describe
the setting. The protocol policy can go from a simple enable/disable knob (e.g., for CDP
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or LLDP protocols) to more complex types such as a port channel or data plane policing,
involving various configurable fields, values, and thresholds. Similar to switch policies,
make sure to use descriptive object names here as well. It will ease your life later during
policy group definition.

If you are wondering what the most important individual policies for access
interfaces are, I created this basic set of objects during the initial ACI provisioning for

customers:
¢ CDP: CDP_Enable, CDP_Disable
o LLDP: LLDP RxTx Enable, LLDP RxTx Disable

e Port Channel: LACP_Active, LACP_Passive, LACP_Active_
NoSuspend, Static_PCH

¢ Port Channel Member: LACP_Rate_Fast

e Spanning Tree Interface: BPDU_Guard, BPDU_Guard_Filter,
BPDU_Filter

e MisCabling Protocol (MCP) Interface: MCP_Enable, MCP_Disable
(MCP needs to be globally enabled before use in Fabric -> Access
Policies -> Policies -> Global -> MCP Instance Policy default)

o L2 Interface: VLAN_Port_Local_Scope
o Netflow Monitor: Netflow_Monitor
e Storm Control: BUM_10percent

All these objects must be created only once at the beginning of ACI provisioning and
then you just keep reusing them in interface policy groups.

Interface Policy Group

You can now put individual protocol policies into the interface policy group in

Fabric -> Access Policies -> Interfaces -> Leaf Interfaces -> Policy Groups. As you can
see in Figure 4-6, policy groups are lists of objects universally describing the interface
configuration. However, at this moment, they are still without an exact relationship

with a specific switch interface. Consider the interfaces policy group as a universal
configuration template.
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Create VPC Interface Policy Group 09

STEP 1 > Policy Group 1. Policy Group 2. Advanced Policies

Name: |Lf101_102_05_VPC

Description:
Attached Entity Profile: | TENANT_AAEP ~ r_[ﬂ Egress Data Plane Policing: | scle
CDP Policy: CDP_Enable @ Fibre Channel Interface Policy.
Link Level Policy: | select a value . Ingress Data Plane Policing: | s
LLDP Policy: | LLDP_RxTx_Disable ’ @ L2 Interface Policy: s
Port Channel Policy: | LACP_ACTIVE - @ Link Flap Policy: s
CoPP Policy: | select a value Link Level Flow Control: |sele

Figure 4-6. Interface policy groups

Another significance of interface policy groups lies in their types. In most cases, you
will choose from these three main options:

o Leaf Access Port: Representing the configuration of an individual
interface, without any kind of port channel. Don’t interchange it with
legacy L2 “access” (untagged) interface. This object has nothing to do
with VLAN usage on the interface. The single-access interface policy
group is greatly reusable between multiple interfaces with the same
configuration needs.

o PCInterface: The interface associated with this interface policy
group will become a member port of a standard port channel. It
represents a logical group of physical interfaces between a single ACI
switch and the connected device. Each port channel interface needs
its own interface policy group object because a unique port channel
ID is generated based on it.

e VPC Interface: The interface associated with this interface policy
group will become a member port of a virtual port channel (vPC).
Similar to a standard port channel, each vPC interface needs its own
interface policy group. This time, the port channel and the vPC IDs
are generated based on this access policy object.
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Tip Pay special attention to the name of the PC and VPC interface policy

group. ACI will display it in most of the show commands or GUI outputs related

to port channels instead of the actual physical interface name or port channel

ID. Therefore, it’'s my good practice to code into the interface policy group name at
least the Node ID and corresponding physical interface on that switch. Example:
Lf101_102_05_VPC, where 101 and 102 stand for the Node IDs of the vPC pair
and 05 is a physical vPC member port on both of them.

With interface policy groups you can also configure interface breakout (to split,
for example, a 100G interface into 4x25G) or SAN interfaces such as a fiber channel
individual or port channel. These are minor options, and they are not used often.

Interface Profile

The ACI access configuration philosophy leads us to interface profiles, located in

Fabric -> Access Policies -> Interfaces -> Leaf Interfaces -> Profiles. As shown in
Figure 4-7, now you create object mapping between interface policy groups and concrete
interface identifiers (e.g., Ethernet 1/5). However, it is another universal object, so you
don’t specify on which switch these interfaces are configured yet.

Create Leaf Interface Profile (2]}

pame: JLIOL 102t Create Access Port Selector

Description:
Name: eth1_5
Description:
Interface Selectors:

Mame
Interface IDs: 1/5

Connected To Fex: [
Interface Policy Group: Lf101_102_05_VPC 3

Figure 4-7. Interface profile and interface selector

Each interface profile contains multiple interface selectors, which can further
contain either a single interface entry or a range of multiple interfaces. I always put
only one interface per one selector, though. The main reason is to preserve an ability to
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change the configuration of any individual interface in the future. Otherwise, if you're
using interface ranges and a sudden single interface change requirement arises, you will
need to delete the whole interface selector range and create multiple entries instead,
resulting in a potential undesirable network disruption.

In Figure 4-8, you can see the summary of all interface-related access policies.

Leaf Interface Profile

LLDP Policy
Lf101-102_IntProf LLDP_Enabled

¢ . Port Channel
Interface Policy Policy
Port Selector <> Group
eth1 5 Lf101_102_05_VPC LACP_Enabled
Port Block Strom Control
1 Policy
BUM_10_Drop

Figure 4-8. Interface policy group and profile summary

The completed interface profile now needs to be associated with the switch profile,
which finally tells ACI on which specific switch the related interface policies will be
configured. This can be done either during the creation of a switch profile or later in the
profile configuration.

Design-wise, I recommend you exactly match the structure of your switch profiles.
If you have created one switch profile per switch before, you should create one interface
profile per switch (see Figure 4-9). This will keep your policies consistent and clear.
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Figure 4-9. Interface and switch profile mutual association

Attachable Access Entity Profile

At this point, you have all access interfaces prepared from a protocol configuration and
port channels point of view. But as I mentioned at the beginning of this chapter, you
also need to grant encapsulation resources to them. Before doing so, ACI requires an
Attachable Access Entity Profile (AAEP) object, found in Fabric -> Access Policies ->
Policies -> Global -> Attachable Access Entity Profile. Often called “glue,” it groups
together a set of interfaces (represented by interface policy groups) with similar
infrastructure policies (or encapsulation requirements) and interconnects them with
physical domains and VLAN pools discussed in the following sections (as depicted in
Figure 4-10). At the same time, it allows the administrator to easily map tenant EPGs to
all interfaces associated with AAEP in one step, avoiding the need for hundreds of static
mappings in tenant policies.
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Interface Policy Interface Policy Interface Policy
Group Group Group
Lf101_102_05_VPC Lf201_202_24 VPC Lf102_102_10_VPC
AAEP
Tenant_AAEP

:

Physical Domain
Tenant_PhysDom

:

VLAN Pool VLAN Encap Block

Tenant_StVLAN VLAN 9, VLAN 10, VLAN 11

Figure 4-10. AAEP position in access policies

How many AAEP objects do you need for ACI? It depends. You need at least one per
fabric to effectively provide access to physical resources for your tenants. Sometimes it
makes sense to create more of them for a single tenant, especially when a tenant uses
consistently configured clusters of virtualization servers with the same encapsulation
requirements. Instead of constructing tons of individual VLAN mappings to all EPGs
and all interfaces, you can do it in AAEP with a single entry (as shown in the EPG
Deployment section of Figure 4-11). An analogy to a legacy network is the need to add
a particular VLAN on a range of a trunk or access interfaces using single configuration
command. I will discuss this topic in Chapter 5.
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Create Attachable Access Entity Profile

STEF 1 = Profile

Name: Tenant_AAEP

Description:

Enable Infrastructure VLAN: ]

Domains (VMM, Physical or
External) To Be Associated
To Interfaces:  Domain Profile

Physical Domain - Tenant_PhysDom

EPG DEPLOYMENT (all Selected EPGs wil be deployed on all the interfaces associated.)

Application EPGs
Tenant/App_AP/Web_EPG

Figure 4-11. Attachable Access Entity Profile
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m 2. Association To Interfaces

W +
Encapsulation
from:vlan-9 to:vlan-9
from:vlan-10 to:vlan-10
from:vian-11 to:vian-11
W +
Encap Primary Encap Mode
vian-9 Trunk

When troubleshooting physical connectivity to ACI, always make sure that all your

interfaces policy groups have the correct AAEP associated. When you refer back to

Figure 4-7, it’s the first associated object in the list.

Physical and External Domains

From AAEP we continue to the next object in the access policy hierarchy: the physical
or external domain (Fabric -> Access Policies -> Physical and External Domains). Its

purpose is to interconnect physical interfaces included in AAEP with the encapsulation

resources described in the VLAN pool and grant access to all of them from the tenant

policies (see Figure 4-12).
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Tenant Policies

EPG

Web EPG ¥ 77T

L30OUT
Legacy L30OUT

L20UT
Legacy L20UT

EPG

SANEPG ¥ 7°

Access Policies

Physical Domain
Tenant_PhysDom

L3 Domain
Tenant_PhysDom

AN

_, External Bridged Domain /

Tenant_PhysDom

AAEP
Tenant_AAEP

___ Fiber Channel Domain
Tenant_PhysDom

Figure 4-12. Physical and external domains

Domains provide the only existing relation between the otherwise abstracted tenant
and access policies. For different use cases in tenant policies, you must differentiate
between four types of domains:

¢ Physical domain: The most common one, used to provide
connectivity for all standard end stations attached to ACI switches,
including L4-L7 service devices. Physical domains can be associated

only with standard application EPG or L4-L7 device objects.

L3 domain: Type of external domain granting access to ACI physical
resources for external L3 connectivity, configured inside an L30UT
tenant object

External bridge domain: Another external domain, but this time
used for dedicated external L2 connectivity, L2ZOUT tenant object

Fiber channel domain: Domain related to storage network VSAN
resources, enabling interfaces to be configured as F or NP ports.
Associable again with standard application EPGs.

Each ACI tenant has to have at least one physical domain to attach internal
endpoints and one L3 domain to ensure external connectivity if applicable.
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VLAN | VXLAN | VSAN Pools

In Fabric -> Access Policies -> Pools, you can find the last piece of the access policy
puzzle: the encapsulation resource pools. Each pool simply defines which VLAN,
VXLAN, or VSAN IDs are usable for interfaces associated to a particular physical domain.
By specifying a pool, you grant encapsulation resources permissions for the EPGs that
are associated with the physical domain using this pool.

Inside pools are encapsulation blocks that allow you to configure a single or a range
of encapsulation IDs. It’s similar to interface profiles and their interface selectors. I
recommend always implementing rather individual encapsulation blocks for longer
ranges. In case of need, you will still have an option to change a single entry without
affecting all others and avoid an outage.

In Figure 4-13, you can see the relationship between the VLAN pool and the physical
domain. The same structure applies to all other domain types as well.

VLAN Encap Block

VLAN 9
Physical Domain VLAN Pool VLAN Encap Block
Tenant_PhysDom Tenant_StVLAN VLAN 10

VLAN Encap Block
VLAN 11

Figure 4-13. Physical domain and VLAN pool relationship

VLAN pools additionally differentiate between two allocation modes:

o Static: The most common type, used for all standard situations when
static VLAN mapping is needed for EPG, L30UT, or L20OUT. If you
don’t deal with ACI integration with some virtualization platform
(VMM), static pools are all you need to work with.

e Dynamic: In case of VMM integration, instead of manual static VLAN
mappings, APIC is responsible for choosing the VLAN ID on your
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behalf and dynamically configures it for a particular EPG on related
interfaces and a virtual distributed switch. The range of assigned
VLAN IDs is taken from a dynamic VLAN pool.

Each encapsulation block inside a pool has its own allocation mode as well. By
default, it inherits the mode from a parent pool, but sometimes there is a need to
explicitly change it to something other than that. For VMM integration (discussed in
Chapter 9), there is still an option to use static VLAN allocation and mappings for EPGs
instead of dynamic. In such a case, you create a dynamic main VLAN pool object, but the
range of VLANs used for static mapping is explicitly set to static. If needed, you can even
combine both approaches, as shown in Figure 4-14.

Create VLAN Pool (2 I}

Name: VMM_DynVLAN

Description:
Allocation Mode: Dynamic Allocation
Encap Blocks: o +
VLAN Range Description Allocation Mode ~ Role
[1-1000] Inherit allocMode from parent External or On the wire A
[2000] Static Allocation External or On the wire
[2001] Static Allocation External or On the wire
I [2002] Static Allocation External or On the wire w
< >

Figure 4-14. VLAN pool and allocation modes

The most common issues during an ACI operation with access policies actually
relates to incomplete or misconfigured VLAN pools. Always remember when configuring
any VLAN mapping in tenant policies, especially when adding a new VLAN or creating
new L3 external connectivity over SVI interfaces, to add these VLANs to the VLAN pool
first. And with the correct allocation mode (mostly static).
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Practical Example for Access Policies

ACI access policies introduce a lot of configuration objects, as you can see. This object-

oriented philosophy is significantly different compared to any legacy system you are

probably used to working with. For my students, this part is usually the most difficult to

grasp when getting into ACI.
For me, the best learning tool, of course, is a practical experience. So, let’s now

imagine you recently connected and registered a new pair of leaf switches 201 and 202

for a freshly onboarded ACI TenantX and you are tasked to ensure the connectivity for

the bare metal server with following properties (see Figure 4-15):

The server is connected behind interfaces el/25 of both Leaf 201 and
Leaf 202.

Both switches are part of a new vPC domain.
The vPC port channel is expected with LACP protocol enabled.

Protocol policies: LACP rate fast, LLDP, CDP, and MCP are enabled
and storm control shouldn’t allow more than 10% of interface
bandwidth for BUM traffic.

The tenant expects static VLANs mapping for this server with
IDs 9-11.
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Leaf201 g Leaf202

Web Server 1

Figure 4-15. The server is connected using a vPC port-channel to ACI.

You will now go through a step-by-step process of creating all the necessary access
policies and ensuring their deployment on the leaf switches.

1. Asthe new pair of switches expects vPC connected endpoints,
first you must include it in the vPC Explicit Protection Group and
create a vPC domain in Fabric -> Access Policies -> Policies ->
Switch -> Virtual Port Channel default.

2. You know that all of the following access policies are intended for
a new tenant, so let’s create separate objects where applicable.
For VLANs 9-11, you have to prepare a new VLAN pool in
Fabric -> Access Policies -> Pools -> VLAN. Set its mode to static
and create individual encapsulation blocks for each VLAN.

3. Assign the VLAN pool to a new physical domain in
Fabric -> Access Policies -> Physical and External Domains ->
Physical Domain.

4. The physical domain object associates with a new AAEP created
in Fabric -> Access Policies -> Policies -> Global -> Attachable
Access Entity Profile.
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5. Now go to Fabric -> Access Policies -> Policies -> Interface and
create all the necessary partial protocol policies (if not already
present):

a. Port channel policy enabling LACP active mode
b. Port channel member policy activating LACP rate fast
c. LLDP, CDP, and MCP policy enabling the respective protocols

d. And finally, a storm control policy specifying 10% of interface bandwidth
for BUM traffic types with drop as a storm control action

6. Create a vPC interface policy group in Fabric -> Access Policies ->
Interfaces -> Leaf Interfaces -> Policy Groups -> VPC Interface
and list all previously created protocol policies together with AAEP
association in it. The port channel member policy goes to the
override access policy group section in the advanced tab.

7. For both switches, create an independent interface profile in
Fabric -> Access Policies -> Interfaces -> Leaf Interfaces ->
Profiles. Each interface profile should contain one interface
selector specifying eth1/25 with the recently created interface
policy group.

8. Then create two independent switch profiles in Fabric -> Access
Policies -> Switches -> Leaf Switches -> Profiles and associate
the respective interface profiles.

After the configuration, you should end up with the structure of access policies
objects shown in Figure 4-16.
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MCP Policy
MCP_Enabled

CDP Policy
CDP_Enabled

Interface Policy /

Group

Lf201_202_25_VPC \
LLDP Policy

\ LLDP_Enabled

Physical Domain Port Channel
TenantX_PhysDom Policy
LACP_Enabled
I Strom Control
Poli
VLAN Pool VLAN Encap Block ST e

TenantX_StVLAN VLAN 9, VLAN 10, VLAN 11

Figure 4-16. Access policies structure

Note The configuration steps shown in previous section don’t need to be
implemented in the exact order, but at the end you need to have all objects in place
and with appropriate associations between them.

A good practice is also to check for any new faults related to these objects after their
configuration and verify the deployment of individual policies using the CLI on leaf
switches. See Listing 4-2.

Listing 4-2. Access Policies Verification

Leaf-201# show port-channel extended
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
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s - Suspended 1 - Module-removed
b - BFD Session Wait

S - Switched R - Routed

U - Up (port-channel)

M - Not in use. Min-links not met
F - Configuration failed

3 Po3(SU) Lf201_202_25_VPC LACP Eth1/25(P)

Leaf-201# show lacp interface ethernet 1/25 | egrep "Local|LACP"
Local Port: Eth1/25 MAC Address= 70-0f-6a-d7-27-3a
LACP_Activity=active
LACP_Timeout=Short Timeout (1s)

Leaf-201# show vpc brief

Legend:

(*) - local vPC is down, forwarding via vPC peer-link
vPC domain id : 2
Peer status ¢ peer adjacency formed ok
vPC keep-alive status : Disabled
Configuration consistency status : success
Per-vlan consistency status 1 success
Type-2 consistency status 1 success
vPC role : primary, operational secondary
Number of vPCs configured : 3
Peer Gateway : Disabled
Dual-active excluded VLANs .
Graceful Consistency Check : Enabled
Auto-recovery status : Enabled (timeout = 200 seconds)
Delay-restore status : Enabled (timeout = 120 seconds)
Delay-restore SVI status : Enabled (timeout = 0 seconds)
Operational Layer3 Peer : Disabled
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vPC Peer-link status

id Port Status Active vlans

1 up -

vPC status

id Port Status Consistency Reason Active vlans
684 Po3 up success success 9-11

Leaf-201# show cdp interface e1/25
Ethernet1/25 is
CDP enabled on interface
Refresh time is 60 seconds
Hold time is 180 seconds

Leaf-201# show 1lldp interface e1/25
Interface Information:
Enable (tx/rx/dcbx): Y/Y/N Port Mac address: 70:0f:6a:d7:27:0b

Leaf-201# show mcp internal info interface e1/25
Interface: Ethernet1/25
Native PI VLAN: O
Native Encap VLAN: O
BPDU Guard: disabled
BPDU Filter: disabled
Port State: up
Layer3 Port: false
Switching State: enabled
Mac Address: 70:f:6a:d7:27:b
Interface MCP enabled: true

Leaf-201# show interface e1/25 | egrep storm
0 jumbo packets 0 storm suppression bytes
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Access Policies Naming Convention

Object names in ACI are generally highly important due to the inability to change
them after their creation. Mostly, the only way is to delete an object and create it once
again, resulting in a network disturbance. Therefore, it’s crucial to prepare a thorough
implementation plan beforehand with a proper naming convention for all types of ACI
objects. In Table 4-1, I provide my own blueprint for access policy object names. Feel
free to use it as it is or to inspire you when creating your own.
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Table 4-1. ACI Access Policies Naming Convention

Access Policies
Object

Name Structure

Examples

VLAN pool

Physical domains

Attachable Access
Entity Profile (AAEP)

Interface protocol
policy

Access interface
policy group

Port channel interface
policy group

vPC interface policy
group

Interface profile
Access port selector

Switch profile

Switch selector

Virtual port channel
policy group

[Tenant]_[Type]VLAN

[Tenant / Usage ]_PhysDom
[Tenant / Usage ]_L3Dom

[Tenant]_[Usage]_AAEP

[ProtocolName]_State (Enable |
Disable, Active | Off | On)

[DeviceType]_APG

Lf[NodelD] _ [InterfacelD] _ PCH

Lf[Lower NodelD] _ [Higher
NodelD] _ [InterfacelD] _VPC

Lf[NodelD]_IfProf
eth1_[interface ID]

Lf[NodelD]_SwProf
All_SwProf

Lf[NodelD]_SwSel
All_SwSel

Lf[NodelD1]_[NodelD]_VPCGrp

TenantX_StVLAN
TenantY_DynVLAN

TenantX_PhysDom
TenantY_ESXi_PhysDom
TenantZ_WAN_L3Dom

TenantX_General_AAEP
TenantY_ESXi_AAEP

CDP_Enable
LLDP_Disable
LACP_Active

Firewall_APG
Server_APG

Lf201_5_PCH
InterfacelD is the ID of the lowest
physical interface from a port-channel.

Lf101_102_10_VPC
InterfacelD is the ID of the lowest
physical interface from a port-channel.

Lf102_IfProf, Lf201_IfProf
eth1_1, eth1_50

Lf101_SwProf
All_SwProf

Lf101_SwSel
All_SwSel

Lf101_102_VPCGrp
Lf201_202_VPCGrp

172



CHAPTER 4  ACI FUNDAMENTALS: ACCESS POLICIES

Summary

In this chapter, you had the opportunity to explore all the necessary objects related to
ACI access policies, which are (as the name suggests) used for an individual end host
interface configuration as well as switch global access-related settings. They bring a
new, object-oriented philosophy to the underlay network configuration and together
with physical domains and encapsulation pools define the exact hardware consumable
resources for ACI tenants. Access policies are mandatory prerequisites for any type of
endpoint connected to the fabric.

My goal for the next chapter is to follow up this underlay configuration and actually
consume it in tenant policies. You are going to create a logical, segmented application
and network policies on top of the shared physical resources and ensure the proper L2
switching as well as L3 routing over ACI for the connected endpoints.
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ACI| Fundamentals:
Application Policy Model

After the previous chapter, you should have a good idea about how to prepare the
physical underlay network for ACI to connect your endpoints to the fabric. Each of them
needs to have the entire set of access policies in place to define both access interface
settings and encapsulation resources. This alone won’t provide any mutual IP (or FC)
connectivity between endpoints yet.

You have certainly noticed that you haven’t any access or trunk interface types, you
haven’t specified actually used VLANs on them, IP configurations, default gateways for
end hosts, and such. In order to do that, you need to define application (many times
referred to as tenant) policies. Remember, ACI uses an allowlisting model, so what is not
defined or explicitly allowed will be denied by default.

ACI uses this differentiation between physical access and logical application
policies to abstract the application needs from the underlying network. In fact, from
the application policies perspective, it’s absolutely insignificant what hardware
running behind the scenes and the configuration of the physical switches. ACI tenants
transparently build on top of that their logical policies, and APIC is responsible for
translating the application needs into various configuration objects to make the
connectivity happen.

Application Policy Model Overview

First of all, before diving deeper into application policies, let’s have a look at the
application policy model shown in Figure 5-1. The whole ACI solution is object oriented,
based on the underlying information model, and application policies are no exception.
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Universe
(ACI Policy Tree Root)

\

Tenant Access Policies
Physical Domains and < ———————————————
Interface Configuration = n

nA

ACI Logical Configuration

N

|
|
|
|
|
|
}
n,/ n !
Sl Application }
VRF < -- Bridge Domain Filter Contract Connectivity pgrofile |
1 n . A n L20UT, L30UT }
1 ~~ !
1N nh 1] X T~ g % 1 ‘
\ \ \ S~o |
\ \ \ I |
\ \ \\ S~ |
\ AN
n \ n\ n AN n UL n }
N N External Application n |
Subnet N Subject N\ Endpoint Endpoint -------4
\ Group Group

Object below is a direct child of the upper one

Objects are associated between each other — — — — — — —

Figure 5-1. Application policy model overview

ACI’s object model is organized into a tree structure with a common tree root
called Universe. From Universe, it expands to all areas related to ACI configuration and
operations. We have already gone through one of the tree branches, access policies (the
physical configuration), which “grows” right from the root. Similarly, we will now explore
another tree branch, application policies (the logical configuration).

Application policies start with the definition of tenants, which is the logical
administrative domains belonging to a particular ACI consumer. For each tenant, we
further create Virtual Routing and Forwarding instances (VRFs) to differentiate between
their separated L3 routing tables, bridge domains (BDs) to define L2 broadcast domains,
segment our endpoint resources into endpoint groups (EPGs), connect them to the
external networks, and enable the communication between them using contracts. For
EPGs and external connectivity, we have to create a reference to access policies in order
to consume some of the ACI’s physical fabric resources, but besides that these two
worlds are significantly independent and not directly related.

Many objects, as you can see in a model tree, have parent-child relationships (the
solid line), where parents can have multiple children of the same type, but the child
object can have only exactly one parent. In addition, we will often create “n ton”
associations (or references) between them (the dashed line).
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The ultimate goal of ACI’s application policies is to universally describe the
required network structure and the application communication needs, emphasizing
the reusability, security, and automation of their deployment. APIC acts as a central
repository for these policies and translates them to the actual networking constructs on
leaf and spine switches. It also constantly verifies their state and makes sure they meet
the administrator’s intention.

Although the configuration philosophy in ACI is quite different from the traditional
network, sometimes objectively more complex and suitable for further automation, the
end result is often similar to what we already know and are used to. During the following
sections and chapters, I will provide you with a mental map to easily imagine the actual
network impact with a particular policy definition. From my experience, it will help you
to remember important information, effectively troubleshoot, and know precisely where
to look for potential problems.

ACI Tenants

Your first object to focus on, the tenant, represents the separated logical container for all
other application policies created inside it. ACI, as you know already, builds its operation
around a multi-tenancy concept to differentiate between potential datacenter network
consumers. Tenants can be managed by a single administrator entity together with all
other ACI policies or theoretically they can be completely unrelated to the main ACI
administrator. As you can see in Figure 5-2, the most common tenant designs isolate
distinct companies, internal departments, or various environments (e.g., test, prod, dev).

Alternatively, you can always implement a combination of the above.
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Multiple companies Tenant Tenant Tenant
consume the Apress Cisco ALEF

common ACI fabric

One company with Tenant Te_nan_t Tenan_t
multiple separated Finance Logicstics Production
departments
One company Tenant Tenant Tenant
differentiating between Dev Test Prod

multiple environments
Figure 5-2. Possible tenant object designs

Tenant Security and Access Control

The tenant itself doesn’t have any networking construct deployed on switches when
created, but due to the separation of endpoints into different VRFs and eventually EPGs,
by default no connected resources can communicate between tenants. However, all
configuration objects and policies are by default mutually visible for users with admin,
read-all, tenant-admin, or tenant-ext-admin privileges. The best practice when creating
new tenants is to restrict access to its objects by using security domains.

In the Admin -> AAA -> Security -> Security Domains tab, you can create a
specialized security label granting visibility only to objects associated with it. Each
security domain has a Restricted Domain knob in the configuration, which has to be
set to “yes” in order to enforce the object separation. Now when you create a local user
in Admin -> AAA -> Users, in the second step of its configuration you can associate
it to one or more currently existing security domains. The same option is available
when authenticating remote users by returning a predefined AV pair in the format
shell:domains=<security_domain_name>/<write_role>/<read_role. The final step is
to associate the chosen security domain(s) with a tenant when creating its object. From
that moment, your user won’t see any other tenants or their child policies. Figure 5-3
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describes combinations of security domains with tenants that effectively secure user
access. The same concept can be applied to physical domains or fabric leaf switches

as well.

Tenant
Apress

Security Domains:
ALL_SD

ACI username:

OO0
dev_test_admin C{:

)

Security Domain:
DevTest_SD

Tenant
ALEF

Security Domains:
ALL_SD

Tenant

Dev
Security Domains:
ALL_SD
DevTest_SD

Q0
“

ACI username:

global_admin ‘ !

Security Domain:
ALL_SD

Tenant
Test

Security Domains:
ALL_SD
DevTest SD

Figure 5-3. Restricting tenant access using security domains

System Tenants

In the default ACI state, without any user application policies, there are three
preconfigured system tenants in the Tenants main menu section. You cannot delete

them; you can only make use of them.

Tenant common

As mentioned, all tenants in ACI are entirely separated and their endpoints cannot
communicate with each other in the default state without unique contract interfaces,
which I will discuss later. The common tenant, however, is an exception to this rule. The
entire set of its objects is fully visible and available for all other tenants. Using standard
contracts, even communication between resources in common and other tenants is
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allowed (I will cover contracts later in this chapter). The common tenant also serves
as a default policy repository for APIC to resolve if no other more specific user-created
policies are available in the user tenant.

The common tenant is thus perfect for managing shared endpoint resources
accessed from all others such as central network services like NTP servers, DNS servers,
DHCP servers, and L4-L7 devices used for policy-based redirect in service graphs
(covered in Chapter 8) or shared external L2/L3 connectivity.

With endpoints there comes another frequent use case: creating shared application
policies under the common tenant and inheriting them in standard user-created tenants.
These can include any object ranging from networking constructs like VRFs, BDs, and
EPGs to contract definitions, contract filters, various L30UT settings, or monitoring
policies.

Tenant infra

The main purpose of the infra tenant is to configure policies related to the enablement
of datacenter interconnect (DCI) connectivity over VRF overlay-1 between distinct ACI
fabrics for Multi-POD, Multi-Site, or Remote Leaf architectures. In most cases, but not
exclusively, all these policies are created automatically, and you don’t need to intervene
with them manually. When deploying Multi-POD and Remote Leaf, infra tenant policies
will be configured by the APIC wizard and in the Multi-Site case from Nexus Dashboard
Orchestrator.

For corner case scenarios, if you’re using virtual L4-L7 devices (in ACI 5.X ASAv
and Palo Alto FWs are supported) for policy-based redirect together with virtualization
(VMM) integration, the infra tenant encompasses special policies allowing APIC to
dynamically spin up new VM instances according to the PBR needs.

Tenant mgmt

You have already met the mgmt tenant in Chapter 3 during the ACI fabric initialization.
As the name suggests, it is primarily used to configure out-of-band or in-band access to
fabric switches and APICs. By default, it already includes and manages VRF management
(oob) and mgmt:inb. Only inside the mgmt tenant can you configure the individual
management IP addresses, enhance the management access security, and provide
access to in-band resources from an external network if needed. For more information

about these ACI configuration aspects, refer to Chapter 3.
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User Tenants

Along with first three already created tenants, you can add up to 3,000 (with five- or

seven-node APIC clusters) user tenants for arbitrary use. To create a new tenant,

navigate to the Tenant -> Add Tenant menu option. There is not much to configure

yet, as you can see in Figure 5-4. Just set its name and you can add a security domain to

restrict later ACI user access to only objects of this particular tenant.

Create Tenant

Mame: | Apress
Alias:

Description:

Annutat:ons;e Click to add a new annotatior
GUID:

Provider GUID

Monitoring Policy: | select a value
Security Domains:

Mame

I Apress_SD

VRF Name: | optior

Navigate on submit: [7]

Figure 5-4. ACI tenant creation

12D

Account Name

W +

Description

After the creation, you will directly enter its configuration with following menu

options in the left pane:

o Application Profiles: Application profile objects with associated

endpoint groups (EPGs), microEPGs, and endpoint security

groups (ESGs)

e Networking: VRFs, BDs, and L2/L3 OUTs with optional segment
routing hand-off capabilities and QinQ tunneling configuration

o Contracts: Communication policies between EPGs and ESGs
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o Policies: Various partial policies for unicast and multicast routing
protocols, Quality of Service, NetFlow, first hop security, policy-based
redirect, route maps, or monitoring and troubleshooting tools

e Services: Primarily used for L4-L7 service graphs definitions and
deployments with few more beta features related to DNS and
identity servers

e Security: New addition to the ACI GUI in 5.X gives you an overview
of your EPGs and their contract associations with actual hit count for
each contract

Tenant Monitoring

As discussed in Chapter 3, for each tenant I highly recommend that you create
a monitoring policy in Tenants -> Tenant_name -> Policies -> Monitoring (or
alternatively use the common one from tenant common). There you can enable SNMP
traps, create Syslog data sources for tenant objects, configure Callhome, statistic
collection, or, for example, alter the fault and event severities. The monitoring policy
then has to be applied in the main tenant object Policy tab.

The collection of this data is especially important from the long-term visibility point
of view, to have a historical information in hand when you have troubleshooting needs.

Virtual Routing and Forwarding

For each tenant in ACI, you need to create at least one or more VRF instances (current
scalability goes to 3,000 VRFs with a five+ APIC node cluster). The purpose of this object
is exactly the same as in traditional networking: to separate L3 IP spaces from each other.
VRFs represent independent routing tables, enabling network tenants to use overlapping
IP subnets and dedicated external connectivity settings without worrying about potential
duplicate addresses and other IP plan collisions.

As you can see in Figure 5-5, by default, no endpoints inside one VRF can
communicate with other VRFs due to complete separation of routing tables and missing
prefix information. However, thanks to its flexibility, ACI can deploy automatic prefix
leaking between VRFs based on your contract policies applied to EPGs. This traffic
engineering is usually related to MPLS networks in the traditional world. I will cover
inter-VRF communication later in this chapter.
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Tenant Apress  No communication
by default

VRF PROD /><\ VRF TEST

Figure 5-5. Virtual routing and forwarding instances

To create a new VRE navigate to Tenant -> Tenant_name -> Networking -> VRFs
and right-click Create VRF. In the form (shown in Figure 5-6), there is no need to change
anything from the default state. Just uncheck the Create a Bridge Domain option (I will
cover bridge domain objects later in detail).

Create VRF (2 ]x]
STEP 1 = VRF
-
Alias:
Description:
Annotations: e Click to add a new annotation

Policy Control Enforcement Preference: @)
P ]
Policy Control Enforcement Direction: ( m

BD Enforcement Status: [ ]

Endpoint Retention Policy: | s

Monitoring Policy: | select a value

DNS Labels:

Transit Route Tag Policy: | =

:

Create A Bridge Domain: []

Configure BGP Policies: []
Configure OSPF Policies: []
Configure EIGRP Policies: []

Figure 5-6. Creating a VRF

VRF’s various configuration knobs mostly relate to other ACI features and their
behavior inside a VRE, so [ will return to them in more detail during the respective
sections. Here you can find at least a brief overview:
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o Policy Control Enforcement Preference: Controls whether or not
EPG contracts are enforced in a VRF

e Policy Control Enforcement Direction: You can either enforce
contracts on ingress to the fabric (if possible) or prefer egress
enforcement exclusively

o BD Enforcement status: Disables ICMP replies from a remote bridge
domain SVl interfaces

o Endpoint Retention Policy: Aging timer for remote IP endpoints

* Monitoring Policy: Selectively configurable monitoring settings for
this VRF object only, instead of generic tenant monitoring policy

o DNS Labels: Usually sets only in the mgmt tenant to configure DNS
settings for fabric switches (refer to the DNS section in Chapter 3)

o Transit Route Tag Policy: L3 loop prevention mechanism based
on route tags, to avoid relearning the same prefixes via an external
network that was already propagated using L30UT from this VRF

o IP Data-Plane Learning: Can disable learning of local and remote IP
addresses from data plane packets. Control plane learning from ARP,
GARP, and ND learning still occurs.

o BGP, OSPF and EIGRP Policies: Specific configuration of address
families for dynamic routing protocol in this VRF

At the moment of creation, VRF isn’t instantiated anywhere in the fabric yet because
you don’t have any interfaces or endpoints associated with it. APIC dynamically creates
VRFs only where needed to optimize switch resource utilization. Later, when deployed,
you can check its presence on respective leaf switches using the commands in Listing 5-1.

Listing 5-1. VRF Deployment Verification

Leaf-101# show wrf

VRF-Name VRF-ID State Reason
Apress:PROD 5 Up --
black-hole 3 Up --
management 2 Up --
overlay-1 4 Up --
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Leaf-101# show vxf Apress:PROD detail
VRF-Name: Apress:PROD, VRF-ID: 5, State: Up
VPNID: unknown
RD: 101:3080193
Max Routes: 0 Mid-Threshold: 0
Table-ID: 0x80000005, AF: IPv6, Fwd-ID: 0x80000005, State: Up
Table-ID: 0x00000005, AF: IPv4, Fwd-ID: 0x00000005, State: Up

VRFs instances on fabric switches always use the name format Tenant:VRF (in this
case Apress:PROD). All names are case-sensitive, and you should pay attention to their
length when designing the tenant object structure. Long names can become opaque
and create an unnecessary administrative burden when you have to work with them
repeatedly in the switch CLI during verification or troubleshooting tasks. The VRF route
distinguisher (RD) on each switch consists of NodeID:L3VNI. I will cover this in more
detail in Chapter 6, which describes ACI fabric forwarding.

Note The fact that all L3 endpoint information or configuration in ACI is enclosed
in some VRF other than the default one implies the requirement to use the vrf
suffix in all show commands where applicable, for instance show ip route vrf
Apress:PROD, show ip int brief vrf Apress:PROD, show bgp ipv4
unicast summary vrf Apress:PROD.

Bridge Domains

Even though in a particular tenant you can have multiple VRFs, let’s stay for a while
inside a single VRF only.

In traditional networking, to implement network segmentation and enhance the
security, we use VLANs primarily. However, VLAN encapsulation wasn’t originally
meant to be tied with a single IP prefix and associated communication rules (ACLs, FW
rules, etc.). Its main intention was just to split up large broadcast domains on a single
device or cable. The ACI logical model returns to this concept but with bridge domains.

A bridge domain represents a separate Layer 2 broadcast domain inside a VRF that
can span multiple switches or even distinct ACI fabrics, but without a direct relation to
traditional VLANSs. Each BD receives its own VXLAN L2 VNID, which ensures transparent
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forwarding of any unicast, multicast, or broadcast frames over the fabric. Endpoints are
put into a specific BD by associating EPGs with the BD, and VLAN affiliation happens
at EPG-to-leaf interface mappings. As a result, traditional VLANs became just a local
encapsulation identifier between the connected endpoint and ACI leaf switch. All main
forwarding decisions in ACI are instead related to bridge domains, VRFs and EPGs.

A bridge domain offers two types of network services based on an enabled or
disabled unicast routing configuration option:

o Layer 2 bridging: Considers the ACI fabric as a single, distributed
switch with forwarding exclusively based on MAC addresses. ACI
won’t even learn IP addresses in the endpoint table. Default gateways
are then expected to be situated outside the ACI fabric (in a legacy
network, a connected firewall, or a router)

o Layer 3 routing: ACI implements distributed default gateways for
endpoints on all leaf switches where applicable and ensures 1.3
routing between them inside the associated VRF

In Figure 5-7, you can see the bridge domain configuration without unicast routing
enabled. Each bridge domain has to have its own L3 default gateway connected
somewhere in the fabric and ACI provides just L2 bridging between the endpoints.

Tenant Apress

VRF PROD No Default gateway provided by ACI
External Default GW External Default GW External Default GW
10.1.1.1 10.2.2.1

10.1.1.10 10.1.1.20 10.1.1.30 10.2.2.10 10.2.2.20 10.4.4.10 10.4.4.20

BD Frontend_BD BD Backend_BD BD Database_BD

Figure 5-7. ACI bridge domains without unicast routing enabled
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On the other hand, with routing enabled for a bridge domain, the ACI fabric
becomes a distributed router logically, allowing you to configure one or even multiple
default gateways for each Layer 2 segment (as shown in Figure 5-8). The default gateway
is created directly on leaf switches in the form of an SVI interface.

Tenant Apress

VRF PROD
Default GW: Default GW:
10.1.1.1/24 10.4.4.1/24

10.1.1.10 10.1.1.20 10.1.1.30 10.2.2.10 10.3.3.10 10.4.4.10 10.4.4.20

BD Frontend_BD BD Backend_BD BD Database_BD

Figure 5-8. ACI bridge domains with unicast routing enabled

In order to configure a bridge domain, navigate to Tenants -> Tenant_name ->
Networking -> Bridge Domains and right-click the BD folder to create a new bridge
domain. During the first step shown in Figure 5-9, primarily choose the associated VRF
(even if not L3 BD yet) and the rest of configuration depends on the BD type:

o For aLayer 3 bridge domain: Leave the default configuration of
each field as is. Optionally, you can set specific policies for endpoint
retention or IGMP/MLD snooping.

o For a Layer 2 bridge domain: It’s highly recommended and a
best practice to change Forwarding settings to Custom and set L2
Unknown unicast to Flood. This will ensure the correct forwarding
of traffic to unknown, silent hosts connected in the fabric. In the L2
bridge domain, it is also convenient to flood ARP packets, and this
option is enabled by default in ACI 5.X versions.
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Create Bridge Domain

STEP 1 > Main

MName: | Backend_BD
Allas:

Description:

Annotations: e Click to add a new annotation

C- D
Type: [ fc
i ;.

Advertise Host Routes: [7]

VRF: | PROD P @

Forwarding: | Optimize

Endpeint Retention Policy: | s

IGMP Snoop Policy: | select a value

Create Bridge Domain

STEP 1 > Main

Name: Backend_BD
Allas:

Description:

¢
p

Advertise Host Routes: [ ]
VRF: | PROD

Forwarding: Custom
L2 Unknown Unicast: Flood
L3 Unknown Multicast Flooding: Flood
Multi Destination Fleoding: Flood in BD

ARP Flooding: [#] Enabled
Clear Remote MAC Entries: [[]

Annotations: e Click to add a new annotatior

Figure 5-9. Layer 3 enabled vs. Layer 2 only bridge domain configuration

The second step in the BD creation process is related to the L3 configuration (as
shown in Figure 5-10). By default, each bridge domain has the Unicast Routing knob

enabled and thus supports the IP default gateway configuration. ARP flooding is enabled

as well by default. L3 bridge domains natively limit local endpoint learning to configured

subnets (this option is visible at the bottom and will be covered shortly).

To make the bridge domain Layer 2 only, uncheck the Unicast Routing option. Other

configuration settings on this page related to IPv6 or external connectivity using L30UTs

are not important for you at this point, and you can leave them in the default state.

Create Bridge Domain

STEP 2 = L3 Configurations

Unicast Routing: [#] Enabled
ARP Flooding: [v] Enabled
Config BD MAC Address: [/]
MAC Address: (0:22:80:F8:19:FF

Subnets:

Gateway Address
10.2.2.1/24
| 10331724

Limit Local IP Leamning Te BD/EPG =
Subnet(s): i

EP Move Detection Mode: [ ] GARP based detection

1. Main 2. L3 Configurations 3. Advanced/Troubleshooting

Scope Primary |P Address
Private to VRF False
Private to VRF False

Figure 5-10. Bridge domain L3 configuration
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The third advanced/troubleshooting step of the BD configuration form includes the
monitoring policy, first hop security, or NetFlow monitor associations. Mainly no change
is needed there, depending on your intentions of course. At last, you can finally click
Finish to complete the BD creation.

Bridge Domain Subnets

Subnets refer to default GW address definitions available for endpoints inside the bridge
domain. Suppose unicast routing is enabled and some EPG mappings exist for the bridge
domain. In that case, APIC will instruct related leaf switches to create an SVI interface in
arandom internal VLAN for each subnet. The same gateway address is then installed on
every leaf switch with some potential endpoints connected, so each of them will have a
gateway on the closest switch, creating a pervasive anycast gateway.

Internal VLANSs used for default gateways are always different for each leaf switch,
so don’t try to find any pattern there. Always check them locally on a particular leaf and
work with the local information. See Listing 5-2.

Listing 5-2. ACI Default GW Deployment

Leaf-101# show ip int brief vrf Apress:PROD
IP Interface Status for VRF "Apress:PROD"(5)

Interface Address Interface Status

vlanis 10.2.2.1/24 protocol-up/link-up/admin-up
vlan1? 10.1.1.1/24 protocol-up/link-up/admin-up
vlani9 10.4.4.1/24 protocol-up/link-up/admin-up

Leaf-101# show vlan extended

VLAN Name Encap Ports

14  infra:default vxlan-16777209, Eth1/1
vlan-3967

15 Apress:Backend_BD vxlan-16318374 Eth1/20, Po1

17 Apress:Frontend_BD vxlan-16089026 Eth1/20, Po1

19 Apress:Database_BD vxlan-16449430 Ethi/20, Po1
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Leaf-101# show ip interface vlanis
IP Interface Status for VRF "Apress:PROD"
vlani5, Interface status: protocol-up/link-up/admin-up, iod: 89, mode:
pervasive
IP address: 10.3.3.1, IP subnet: 10.3.3.0/24 secondary
IP address: 10.2.2.1, IP subnet: 10.2.2.0/24
IP broadcast address: 255.255.255.255
IP primary address route-preference: 0, tag: O

Notice that if you define multiple subnets for a single bridge domain, APIC will
create just one SVI interface and all additional IP addresses are included as a part of it in
the form of secondary IPs.

ARP Handling

Correctly delivered ARP between hosts is a crucial part of network communication in
IPv4. In ACI version 5.X, ARP is by default always flooded within a BD (regardless of
unicast routing configuration). Therefore, its delivery is ensured in every situation, even
if you have silent hosts connected to ACI, whose endpoint information is not yet learned
by the control plane in the COOP database. The best practice recommendation for a 1.2
bridge domain is never to turn off ARP flooding.

With unicast routing enabled, on the other hand, you can optimize ARP delivery
by unchecking the ARP flooding configuration option. Then, instead of sending ARP
broadcasts to all interfaces mapped to a particular bridge domain, ARP requests are
routed directly and only to the individual connected host based on the information in
the leaflocal and spine COOP endpoint database. If some silent host is present in the
ACI fabric and the switches don’t have its endpoint information yet, the spines will
drop the original ARP packet and generate a so-called ARP Glean message instead.
Glean is sent to all leaves with the appropriate bridge domain deployed, instructing
them to create and locally flood the artificial ARP request destined to the original host
and sourced from BD’s SVI interface. ACI expects that this should “wake up” the silent
host, which will subsequently respond to ARP. The leaf switch will learn its location and
update the spine COOP database. All following ARPs will be delivered between the end
hosts directly.
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For internal forwarding, ACI doesn’t build and maintain a traditional ARP table. It
relies on the endpoint database filled by information learned from data plane traffic to
obtain a next-hop MAC address for a particular IP.

This approach isn’t scalable enough for external endpoints and prefixes learned
through L30UTs, though. Imagine having tens of thousands of /32 IP endpoints behind
the same external router MAC address (while current ACI scalability in 5.X version is
only 4,096 host IP entries behind one MAC address). For this case only, ACI uses the
traditional routing information base (routing table) and ARP table to resolve the external
MAC address to IP next-hop relationship.

If there is a potential, some of your hosts (especially VMs) will change the MAC
address over time but retain the same IP behind the single interface; in the default state,
ACI won’t trigger endpoint relearning. You need to wait for the endpoint aging timer to
pass. In such a case, you can enable GARP-based endpoint move detection in the bridge
domain L3 configuration section. As soon as the end host sends a gratuitous ARP with
the new MAC information, ACI will instantly update its endpoint databases.

Application Profiles

With bridge domains in place, you can move further to application profiles and EPGs.
Application profiles act as a logical container grouping together multiple endpoint
groups. To create an application profile, go to Tenants -> Tenant_name -> Application
Profiles. This object has only a single configuration option available: the selective
monitoring policy applicable to all EPGs included inside (as shown in Figure 5-11).

Create Application Profile 0
Name: | PROD_APP
Alias:
Description:
Annotations: e Clic 3 NE
Monitoring Policy:  select a
EPGs
+
Name Alias BD Domain Switching Static Path  Static Path  Provided Consumed

Mode VLAN Contract Contract

Figure 5-11. Application profile creation
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Using application profiles, you can differentiate between distinct applications or
create other EPG separation schemes based on your preferences. However, application
profiles alone do not enforce any segmentation in ACIL. It’s the contracts and their
configurable scope that can alter the behavior. In few sections, I'll show you how to
configure a contract to universally allow communications inside the VRF or just inside
the EPGs included in a single application profile.

Endpoint Groups

One of the main segmentation tools and concepts in ACI is represented by endpoint
groups. The idea behind application profiles and EPGs is to enforce network
communication policies between resources connected to the fabric, but without direct
dependencies on VLANS, subnets, or a physical network. As the name suggests, EPGs
allow the administrator to create separated groups of connected resources in the fabric
named endpoints.

An endpoint is simply any host (bare-metal, virtualized, or containerized) with a
unique MAC and IP address pair (in L2 bridge domains, ACI learns only MACs). The
fabric doesn’t differentiate between various types of connected resources, so each
packet is delivered uniformly and solely based on endpoint information learned and
saved in leaf endpoint tables and the spine COOP database.

As shown in Figure 5-12, the EPG is associated with exactly one bridge domain,
which defines its L2 broadcast boundary, and one BD can provide forwarding services
for multiple EPGs. Compared to traditional networks, there is no solid relation between
endpoints in an EPG and their IP address. You can split one subnet into more EPGs
(frontend EPGs) or endpoints from multiple subnets in single EPG (backend EPG).
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Tenant Apress

VRF PROD

10.1.1.10 10.1.1.20
Frontend1_EPG
10.2.2.10

10.1.1.30
Frontend2_EPG

BD Frontend_BD

Figure 5-12. Endpoint groups

10.3.3.10

Backend_EPG

BD Backend_BD
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10.4.4.10 10.4.4.20

Database_EPG

BD Database_BD

The ACI fabric by default allows the entire communication between endpoints
within the same EPG, but without additional contract policies in place, no
communication can happen between different EPGs. This allowlist philosophy further
enhances datacenter network security from day 0 and makes sure only explicitly

permitted traffic will flow through the fabric.

In order to create an EPG, navigate to Tenant -> Tenant_name -> Application
Profiles -> Profile_name -> Application EPGs and right-click this folder. Within the
configuration form shown in Figure 5-13, there are only two mandatory fields: Name and

the bridge domain association.
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Create Application EPG O

STEP 1 = Identity

Name: Frontend_EPG
Alias:

Description:

Annotations: e Click to add a new annotation
Contract Exception Tag:
QoS class: Level3 (Default)

Custom QoS:

Data-Plane Policer: selec

Preferred Group Member: M)
. . ™
Flood in Encapsulation: M}

Bridge Domain: Frontend_BD -

Monitoring Policy: st

FHS Trust Control Policy: | select a value

Associate to VM Domain Profiles: []
Statically Link with Leaves/Paths: []
EPG Contract Master: JL

Figure 5-13. Creating an EPG

Mostly you don’t need to alter the default EPG configuration, but I will briefly
describe the configuration knobs available during its creation. I will touch on some of
them later during this and the following chapters:

o Contract Exception Tag: Allows you to exclude this EPG from
particular contract relations. These tags can be matched in a contract

configuration later.

¢ Qos Class: Traffic classification of this EPG into one of QoS’ six
classes (levels)

« Data-Plane Policer: QoS tool to limit the traffic rate on all interfaces
for this EPG. You can choose from One-Rate Two-Color, or Two-Rate
Three-Color policers.
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Intra EPG Isolation: ACI is capable of changing the default endpoint
communication behavior inside EPG from “permit any” to isolate.
With intra-EPG isolation enforced, no endpoint will be able to
communicate with its EPG “siblings.” However, with this option
enabled, you can apply a special intra-EPG contract and explicitly
define allowed traffic within EPG.

Preferred Group Member: In each VRE you can create a set of EPGs
called a preferred group, which won’t enforce any contracts mutually
between them. Contracts will be enforced only to EPGs external to
the preferred group.

Flood in Encapsulation: An option limiting BUM traffic propagation
only to the endpoints connected over the same encapsulation
(VLAN, VXLAN), instead of the whole bridge domain

Bridge Domain: The main and the most important association,
inserting an EPG in the chosen Layer 2 domain.

Monitoring Policy: Selective monitoring configuration applicable
only to resources in this EPG

FHS Trust Control Policy: First hop security configuration.
Endpoints in this EPG are considered trusted for DHCPv4 and v6,
ARP, ND, and RA services.

EPG Admin State: Allows the administrator to preconfigure EPGs
without actual deployment to the fabric. Shutting down the EPG
causes all fabric resources related to it to be released.

Associate to VM Domain profile and Statically Link with Leaves/
Paths: Checking these boxes activates additional configuration
form pages to immediately map the EPG to physical access policies
domains and create mappings to physical interfaces

EPG Contract Master: Allows contract inheritance from another
EPGs defined in this list
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Mapping EPGs to Interfaces

After creation, EPGs are empty. Therefore, as a next step, you always need to define
who will actually be part of them. Such endpoint-to-EPG mapping can be configured in
two ways:

1. Static: The administrator will statically define the exact VLAN and
interface associations to the EPG

2. Dynamic: Used as a part of ACI VMM integration

Both options come with pros and cons, so let’s have a closer look at them.

Static EPG to Interface Mapping

The most common method for putting endpoints into the EPG is a static description
of which interface and VLAN they will use when communicating with ACI leaves, also
called a static path. As depicted in Figure 5-14, you must create two EPG associations:

1. Reference to physical domains from ACI access policies

2. Static path definitions themselves with related

encapsulation mapping

Static Path Mapping VLAN Port Encapsulation

Pod-1/Node-101-102/Lf101_102_05_VPC VLAN 9 (trunk)
Application
Tenant " EPG
> >
Rioils VLAN Port Encapsulation

Apress FrontEnd_EPG Static Path Mapping
IFREE) (P Pod-1/Node-101-102/Lf101_102_20_VPC ~+ * VLAN 9 (trunk)

Tenant Policies T

Access Policies l

Physical Domain
Apress_PhysDom

Access Policies

Figure 5-14. Static endpoint to EPG mapping

The endpoints are always connected behind some physical leaf interfaces and, as
you already know, you must create access policies to enable physical access. All together,
they will grant interface and encapsulation resources to a particular tenant.
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Now, from the tenant perspective, you will consume the access policies by associating
one or more physical domains with EPGs. That’s the only existing relationship between the
logical application (tenant) policies and the physical access policies. To do so, right-click
the EPG and choose Add Physical Domain Association. There’s nothing much to configure
there, as you can see in Figure 5-15. This will just unlock the access to ACI’s physical and
encapsulation resources. In other words, by creating this association you say, “Endpoints of
this EPG can potentially use any interface mapped to the physical domain and they can use
any VLAN (VXLAN) defined in VLAN (VXLAN) pool in that physical domain.”

Add Physical Domain Association (2 1]

Physical Domain Profile: ' Apress_PhysDom N I.
Figure 5-15. Physical domain to EPG association

The second step is to specify the exact static path to the particular interface(s) and
VLANSs used for this EPG. Right-click the EPG and choose Deploy Static EPG on PC, VPC,
or Interface to open the configuration form (shown in Figure 5-16).

Deploy Static EPG on PC, VPC, or Interface (2]

STEP 1 > Static Link 1. Static Link 2. Configure PTP
Path Type: ( Port ‘ Direct Port Channel

Path: Lf101_102_20_VPC - (&

Port Encap (or Secondary VLAN for Micro-Seg): vLAN -~ |9

Integer Value

Deployment Immediacy: (INIYEEERE On Demand )

Primary VLAN for Micro-Seg: VLAN -

Integer Value

Mode: Access (802.1P) ‘ Access(Umagged))

IGMP Snoop Static Group: 4

Group Address Source Address

MLD Snoop Static Group: o

Group Address Source Address

Figure 5-16. EPG static path configuration
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Here you need to choose the Path Type, the individual interface or (vPC) port
channel. Based on your choice, the Path field will allow you to configure either a leaf
switch with one particular interface or a reference to the PC/vPC interface policy group.
Then fill in the Port Encap, which is the actual VLAN on the wire that the endpoints
are expected to use when communicating with ACI. For the only one VLAN on each
interface, Mode can be set to Access (Untagged); this defines either the traditional
untagged access interface or the native VLAN on a trunk port. All other VLANs must
have the trunk mode configured and ACI will expect dotlq tagged communication.

By creating this static mapping, you have exactly defined that all endpoints behind
this interface and VLAN will belong to this EPG. And the same concept applies to all
other EPGs.

There is one leaf TCAM optimization option called Deployment Immediacy. As you
can see in Figure 5-16, two settings are available:

o Immediate: The leaf installs to its hardware ASIC all the policies
(contracts) related to this EPG as soon as the mapping is created and
submitted in APIC.

¢ OnDemand: The leaf only downloads the policies from APIC to
its memory, but it doesn’t install them to hardware ASIC until the
first packet of the endpoint communication is seen. This results in
HW resources optimization but causes the first few packets to be
dropped, slightly delaying establishment of the communication.

Static EPG Path Mapping to AAEP

Individual static mappings are generally fine and universally usable when you need
to attach endpoints to EPGs. But imagine having a cluster of 100 virtualization hosts
connected to ACI, all using the same 100 VLANSs on their interfaces due to the need for
a live VM migration around the cluster. You would have to create 100100 = 10,000 of
individual mappings. Isn’t there any better, more optimal way for situations like this?
Yes, there is!

The previously mentioned cluster of servers has to have access policies in place,
consisting of corresponding interface policy groups. And remember, policy groups
are always associated with the Attachable Access Entity Profile (AAEP) object. That’s
the place where you can configure the EPG static path as well, but this time using only

198



CHAPTER 5  ACI FUNDAMENTALS: APPLICATION POLICY MODEL

one mapping per VLAN and EPG for all interfaces that are part of AAEP. To do so, just
navigate to Fabric -> Access Policies -> Policies -> Global -> Attachable Access Entity
Profiles -> Policy (see Figure 5-17).

Attachable Access Entity Profile - Apress_AAEP 0 o
Policy Operational Faults History
O r XK.
s
Application EPGs
w +
« Application EPGs Encap Primary Mode
Encap
Apress PROD_APP Backend_EPG ” vian-10 mp
Tenant Application Profile EFG Valid Encap Example: | O EXRMpRE. S ok T
an-10 vian-1 -
v
< >

Show Usage

Figure 5-17. EPG static path defined in AAEP objects

Dynamic EPG to Interface Mapping

Although for standard, bare-metal endpoints you will always need to use one of the static
mapping options, there is a way to avoid it completely: virtual machine manager (VMM)
integration. APIC can create a relationship with a virtualization manager (e.g.,

VMware vCenter or Microsoft SCVMM) and take responsibility for managing its virtual
networking layer, usually in the form of the virtual distributed switch. It dynamically
takes care of encapsulation management, and for each EPG created in the application
profile and associated with a special VMM domain, APIC will create its analogy in the
virtualization platform with an automatically chosen VLAN from a specified VLAN pool
(in case of VMware, for each EPG there is a vDS port-group created). Additionally, APIC
will gain visibility into the VMM inventory and, thanks to neighbor discovery protocols
CDP or LLDP, it will learn the exact physical location of your virtualization hypervisors
in the ACI fabric. With the mutual correlation of this information, APIC knows exactly
which VLANs (VXLANs) should be allowed on which interfaces and how to map them to
particular EPGs. I will focus on this concept in detail in Chapter 9.
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Endpoint Learning Verification

After creating static or dynamic path mappings to your EPGs and when the connected
hosts communicate using the correct encapsulation, the end result you should expect
is endpoint learning on leaf switches. They will insert new information to their local
endpoints tables, update the COOP database on the spines, and send information
about new endpoints to APIC. For a verification, you can use both GUI and CLI tools.
In the APIC GUI, open the EPG of your choice and navigate to Operational -> Client
Endpoints (as shown in Figure 5-18).

@ EPG - Backend_EPG 0 o
Summary Policy Operational Stats Health Faults History
Client Endpoints Configured Access Policies Contracts Contraller End-Points Deployed Leaves
CHealtty @& G| T o *
MAC/IP Endpoint Learning Hosting Reporting Interface (learned) Encap ESG Policy
MName Source Server  Controller Name Tags
I ~ 00:50:56:83:08:92 learned Pod-1/Nade-102/eth1/20 (leamed) vian=10
10.2.2.10
00:50:56:B3:04:00 learnad Pod-1/Node-102/eth1/20 (leamed) vian-10

10.3.3.10

Figure 5-18. Endpoint learning verification in the GUI

For CLI verification of endpoint learning on APIC or a leaf switch, you can use the
commands shown in Listing 5-3.

Listing 5-3. EPG Endpoint Learning Verification on APIC and the Leaf
Switch CLI

apici# show endpoints
Legends:

(P):Primary VLAN
(S):Secondary VLAN

Dynamic Endpoints:

Tenant : Apress
Application : PROD_APP
AEPg : Backend_EPG
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End Point MAC IP Address

Interface Encap

00:50:56:B3:0B:92 10.2.2.10

eth1/20 vlan-10

00:50:56:B3:D4:00 10.3.3.10

eth1/20 vlan-10
Tenant : Apress
Application : PROD_APP
AEPg : Database_EPG
End Point MAC IP Address

Interface Encap

00:50:56:B3:08:50 10.4.4.10

eth1/20 vlan-11
Tenant : Apress
Application : PROD APP
AEPg : Frontend_EPG
End Point MAC IP Address

Interface Encap

00:50:56:B3:86:DD 10.1.1.10

eth1/20 vlan-9
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Source

learned

learned

Source

learned

learned

Leaf-102# show endpoint vrf Apress:PROD

Legend:

S - static s - arp L - local

V - vpc-attached a - local-aged p - peer-aged
B - bounce H - vtep

Node

102

102

0 - peer-attached
M - span

R - peer-attached-rl D - bounce-to

-proxy
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E - shared-service

R R Hmmmmm oo e ERREE P T
VLAN/ Encap
Domain VLAN

R R Hmmmmm oo e ERREE P T

28 vlan-10

Apress:PROD vlan-10

28 vlan-10

Apress:PROD vlan-10

20 vlan-11

Apress:PROD vlan-11

29 vlan-9

Apress:PROD vlan-9

m - svc-mgr

MAC Address
IP Address

0050.56b3.
10.2.
0050.56b3.
10.3.
0050.56b3.

10.4.4.

0050.56b3.

10.1.1.

r -+

----------- mmmm et
MAC Info/ Interface
IP Info

----------- mmmm et

eth1/20
eth1/20
eth1/20
eth1/20
eth1/20
eth1/20
eth1/20
eth1/20

Leaf-102# show system internal epm endpoint vrf Apress:PROD

VRF : Apress:PROD :::

Context id : 5 ::: Vnid : 3080193

MAC : 0050.56b3.0850 ::: Num IPs : 1

IP# 0 : 10.4.4.10 ::: IP# 0 flags : ::: 13-sw-hit: No

Vlan id : 20 ::: Vlan vnid : 8492 ::: VRF name : Apress:PROD
BD vnid : 16449430 ::: VRF vnid : 3080193

Phy If : 0x1a013000 ::: Tunnel If : O

Interface : Ethernet1/20

Flags : 0x80005c04 ::: sclass : 49157 ::: Ref count : 5

EP Create Timestamp : 05/01/2022 14:51:37.293798
EP Update Timestamp : 05/01/2022 15:47:54.017876
EP Flags : local|IP|MAC|host-tracked|sclass|timer|

output omitted
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Note

ACI will learn both MAC and IP information if the bridge domain is

configured with unicast routing enabled, as in this case. Otherwise, you should see
only the MAC address.

If you cannot see any endpoints in EPG after configuring path mappings, check the

following:

Faults related to EPG: If present, they will usually tell you exactly
what the problem is. In most cases, administrators are missing the
EPG to physical domain association or a configured VLAN in the
VLAN pool.

Correct interface and encapsulation: Did you specify an
appropriate individual interface or interface policy group from the
access policies? And if so, is the configured VLAN correct and used by
the connected host as well?

Host IP configuration: By default, in a bridge domain with unicast
routing enabled, there is also an enabled feature called Limit Local
IP Learning to BD/EPG Subnet(s) (a configurable checkbox). If the
connected endpoint is communicating using an IP address not
corresponding to any subnets configured in the BD, the leaf will not
learn its information.

Silent Host? ACI will learn about an endpoint as soon as its first
packet is seen. If the endpoint is silent, this can result in a missing
entry in the database as well.

EPG Design Options

Since you already know how to divide ACI endpoints into multiple endpoint groups,

maybe you are wondering what the correct way to do so is. In fact, there is no general

guideline because application policies allow you to place any endpoint into any EPG

based on your needs and decisions, but there are two main approaches: network-centric

and application-centric.
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Network Centric

Especially during a migration phase to ACI, it makes sense to “imitate” your current
segmentation deployed in a legacy network and create a 1:1 mapping between VLANs
and ACI constructs. For each legacy VLAN you configure exactly one bridge domain
and one associated EPG (see Figure 5-19). All static or dynamic path mappings also use
only one VLAN encapsulation. As a result, endpoints from the legacy network can be
physically moved to ACI, while preserving their configuration, IP addressing, and logical
placement. Initially, such a bridge domain can stay at Layer 2 only with the default
gateway connected externally; later, it can take over with Layer 3 services as well. For my
customers, this is the first and preferred step into ACI.

Tenant Apress Legacy Network

VRF PROD

VL0500_EPG
VL0500_BD VLAN 500

VL0650_EPG
VL0650_BD VLAN 650

VL1245_EPG
VL1245_BD VLAN 1245

Figure 5-19. Network-centric EPG design
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Application Centric

If you are implementing a greenfield ACI, or all your endpoints are already migrated

into it, you can start thinking about moving to an application-centric EPG design.

For this approach, it’s expected that you have information about the architecture of
your applications and their communication matrix. Then you can fully utilize ACI’s
tenant policies to exactly describe the individual application tiers and their network
requirements without a direct relation to the legacy VLAN segments or IP subnets.

As shown in Figure 5-20, each application tier is mapped to its own EPG, and you can
differentiate between individual servers based on their encapsulation and the interface
used in the static or dynamic path to EPG mappings. VLAN IDs will become just a locally
significant EPG identifier between servers and leaf switches instead of broadcast domain
boundaries with closely coupled IP subnets. Just make sure not to use the same VLAN
identifier for multiple EPGs on the same pair of leaf switches. ACI will raise a fault in that
case. By default, without additional configuration, VLAN IDs are global per switch or
vPC pair.

Tenant Apress
VRF PROD

Application Profile Warehouse_APP

Lf01_102_11 Lf101_102_1/2
— Vﬂg Lf101_102_1/5 Lf101_102_1/8
=] [ VLAN 10 VLAN 11

APlGateway EPG Lf101_102_1/6 L101_102_1/9

VLAN 10 VLAN 11

Lf201_202_1/3 Lf201_202_1/3
VLAN 9 VLAN 9

Lf101_102_1/7 Lf101_102_1/10
VLAN 10 VLAN 11

WebServer_EPG NodeJS_EPG MongoDB_EPG
BD Frontend_BD BD Backend_BD BD Database_BD

Figure 5-20. Application-centric EPG design

At this moment, there is no communication allowed between defined EPGs. Later
in this chapter, you will add contracts for them to enforce the connectivity rules and
complete the application profile.
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Microsegmentation uePGs

Standard application EPGs and their endpoint segmentation based on VLANs and
interface mappings can support many use cases, but sometimes, especially with an
application-centric philosophy, you need to go even further and differentiate between
endpoints more granularly. As displayed in Figure 5-21, APIC enables you to configure
micro endpoint groups (UEPG), separating individual endpoints based on these specific
attributes:

o IP and MAC addresses: In case of endpoints connected to ACI using
the physical domain (bare-metal hosts)

e VM attributes: VM operating system, hypervisor, datacenter, VM
identifier, VM name, VM tag, or other custom attributes. All of them
can be used if ACI is integrated with a VM manager like VMware
vCenter.

DB_VM1
10.4.4.10 DB_VM1

00:50:56:B3:08:50 10.4.4.10
VLAN11 00:50:56:B3:08:50

DB_VM2 N MongoDB_EPG

10.4.4.20 DB_VM3
00:50:56:B3:2F:07 10.4.4.30
VLAN11 00:50:56:B3:27:0B

10.4.4% DB VM2 Quarantine_uEPG

00:50:56:B3:27:0B 10.4.4.20
VLAN11 00:50:56:B3:2F:07

MongoDB_EPG Mongo_uEPG

BD Database BD BD Database BD

Figure 5-21. Microsegmentation using uEPGs

There are several prerequisites for this feature to work correctly:

o Endpoints have to be first learned in the main EPG before you can
microsegment them into uEPGs. Then the uEPG mapping happens
regardless of the encapsulation/interface.

e A newuEPG needs to be put inside the same bridge domain as the
parent EPG.
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o The bridge domain must have an IP subnet configured and unicast
routing enabled.

e The new uEPG has to be associated with the same physical (or VMM)
domain as the parent EPG.

o Ifthe physical domain is used, you need to statically map the leaves
to the uEPG.

To demonstrate the functionality, let’s assume you have three endpoints (from
Figure 5-21) in the main Database EPG associated with Database_BD. See Listing 5-4.

Listing 5-4. Endpoint Learning Verification

apici# show tenant Apress endpoints
Dynamic Endpoints:

Tenant : Apress
Application : PROD_APP
AEPg : Database_EPG
End Point MAC IP Address  Source Node

Interface Encap

00:50:56:B3:08:50 10.4.4.10 learned 102
eth1/8 vlan-11
00:50:56:B3:27:0B 10.4.4.30 learned 102
eth1/9 vlan-11
00:50:56:B3:2F:07 10.4.4.20 learned 102
eth1/10 vlan-11

They can freely communicate between each other without restrictions, as you can

see in Figure 5-22, when pinging from DB_VM1 to DB_VM2 and DB_VM3.
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64 bytes from
64 bytes from
64 bytes from
“C

64 bytes
64 bytes
64 bytes
64 bytes
“C

from
from
from
from

18.4.
18.4.
18.4.

18.4.
18.4.
18.4.
18.4.

--- 18.4.4.38 ping
4 packets transmitted, 4 received, 82« packet loss, time 3883ms
rtt mincavgsmaxs/mdev = 8.214-8.316-8.472-8.183 ms
[root@DB_UML ~ 1

[root@DB_UM1 “1i ping 16.4.4.206
PING 18.4.4.28 (18.4.4.28) 56(84) bytes of data.
64 bytes from 18.4.4.208:

icmp_seq=1 ttl1=64
icmp_seq=2 ttl=64
icmp_seq=3 ttl=64

4.28:
4.28:
4.28: icmp_seq=4 ttl=64

--- 18.4.4.28 ping statistics ---
4 packets transmitted, 4 received, 8« packet loss, time 3884ms
rtt mincavg/smaxsmdev =
[root@DB_UM1 ~I# ping 168.4.4.38
PING 18.4.4.38 (18.

4.4.38) 56(84) bytes of
4.38: icmp_seq=1 ttl=64
4.38: icmp_seq=2 ttl=64
4.38: icmp_seq=3 ttl=64
4.38: icmp_seq=4 ttl=64

statistics ---

8.212-8.315-8.685-8.

time=8.685 ms
time=8.219 ms
time=0.212 ms
time=8.227 ms

168 ms

data.

time=8.472
time=8.234
time=8.214
time=0.345

ms
ms
ms
ms

Figure 5-22. Working connectivity in the main EPG between endpoints

To create microEPGs, go to Tenant -> Tenant_name -> Application Profiles ->

Profile_name and right-click the menu folder uSeg EPGs. Put them inside the same

BD as the original parent EPG and create associations with the same physical (or VMM)

domain. Especially for bare-metal uEPGs with a physical domain, there is a need for the

static leaf switch mapping (as demonstrated in Figure 5-23). This will ensure a correct

reclassification of endpoints in leaf hardware tables.

- [ Application EPGs

> € Frontend_EPG

- [l uSeg EPGs

=

Backend_EPG

Database_EPG

Mongo_uEPG

& Domains (VMs and Bare-Metals)

[ Static Leafs

[ Static Endpoint

Attributes

Statically link with Node

Node: | 101-102

Figure 5-23. uEPG static leaf mapping
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Finally, set the uSeg Attributes in the uEPG configuration, where you can choose
from Match Any (OR) or Match All (AND) logical expressions and the attributes

themselves (as shown in Figure 5-24). In the case of the IP attribute, you can specify the

single end host IP or a subnet configured under the uEPG.

APIC

Select a type... H

MAC
Fabric Virtual Networking Admin pNs (Beta)

NTS | AddTenant | TenantSearch: [ENEETECINE Eebbadts)

uSeg Att

VM
VM

s and Bare-Metals)

VM -
WM -
WM -
WM -

Custom Attribute
VMM Domain
Operating System
Hypervisor ldentifier

- Datacenter

- VM Identifier
VM -
VM -
WM -

| Mateh g -

VM Name

VM Folder (beta)

WM Folder Path (beta)
VNic Dn

"

[ uSeg Attributes

> [ Subnets
B La-L7 e

10.4.4.20

Figure 5-24. uEPG microsgementation attributes

Integrations

Mo

admin

D1 | mgmt | Infra

After a few moments from submitting the previous configuration, you will see that

specified endpoint(s) were learned inside this new microEPG, as shown in Listing 5-5.

Listing 5-5. Endpoint Relearning in microEPG

apici# show tenant Apress endpoints

Dynamic Endpoints:

Tenant : Apress
Application : PROD APP
AEPg ¢ Mongo_uEPG
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End Point MAC IP Address Source Node
Interface Encap

00:50:56:B3:2F:07 10.4.4.20 learned 102
eth1/9 vlan-11

As aresult, without additional contract policies the connectivity between endpoints
in the microEPG and all others outside of the uEPG or in the parent EPG stopped
working (see Figure 5-25). In AC], this is the most granular way to separate connected
resources from each other.

[root@DB_U‘:‘il “1% ping 16.4.4.28

PING 18.4.4.28 (18.4.4.28) 56(84) bytes of data.

“C

--- 18.4.4.28 ping statistics ---

8 packets transmitted, 8 received, 188+ packet loss, time ?144ms

[root@DB_UM1 ~1# _

Figure 5-25. uEPG network isolation

Endpoint Security Groups

Although microEPGs bring significant flexibility to the definitions of your ACI
application policies, they still have one drawback: they can contain endpoints from a
single bridge domain only.

The newest addition to ACI’s segmentation capabilities is endpoint security groups
(ESGs), which removed this limitation since version 5.0.(1). An ESG is in many aspects
comparable to an EPG or uEPG; it represents an isolated group of endpoints to which you
can apply contract policies and allow their communication with surroundings when needed.
This time the scope from which you can choose any endpoint for ESG is VRE You just need to
define a ESG selector from these options:

o TagSelector: Available from 5.2(1), it allows you to match endpoints
based on policy tags associated with MAC or IP addresses. A policy
tag (key-value pair) object is configured in Tenant -> Tenant_name
-> Policies -> Endpoints Tags and its goal is to match dynamically
learned endpoints inside the specified BD or VRF, without any
relation to a particular EPG.
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o EPG Selector: Available from 5.2(1), it matches all endpoints inside
a defined EPG. At the same time, it inherits all the contracts from
EPG, so this represents the best way to migrate from EPG to ESGs
seamlessly.

o IP Subnet Selector: Introduced in 5.0.(1), it allows the defining of a
single host IP or subnet to match endpoints. In newer versions, this
functionality is redundant with tag selector.

o Service EPG Selector: From 5.2.(4), it supports matching service
EPGs together with application EPGs, allowing you to create a
segmentation rule including L4-L7 service graph.

ESGs are configured in Tenant -> Tenant_name -> Application Profile -> App_
name -> Endpoint Security Groups. In the first step, you just specify the name and VRF
for ESG (Figure 5-26).

Create Endpoint Security Group

STEP 1 > Identity

Name: |Backend_ESG

Description:

VRF: PROD v 3

Figure 5-26. ESG creation, step one

During the second step, you need to add a combination of ESG selectors. For the
simple demonstration shown in Figure 5-27, I’ve picked one endpoint from each
previously used EPGs and put it inside an IP tag policy (Tenant -> Policies -> Endpoint
Tags). Each endpoint entry is configured with a key-value tag in the format EPG_
Name: <name>.
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Endpoint IP
- 1P VRF
10.1.1.10 PROD
10.2.2.10 PROD
10.4.4.10 PROD

Tags
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_MName Frontend

EPG

EPG_Narr

Figure 5-27. IP endpoint tag policy

12 Backend

12 Database

o %,
Matching Tag Selector

unijtn-Ar PROD_APP(esg-Backend ESG(tagse

unifin-Apress/ap-PROD_APP/esq-Backend ESG/tagse

uniftn-Ay PROD_APP/esg- |_ESG[tagse

These policy tags are now used in an ESG configuration for an endpoint

classification (see Figure 5-28).

Create Endpoint Security Group

STEP 2 > Selectors

Tag Selectors:

Tag Key
EPG_Name
EPG_Name

I EPG_Name

Value Operator
Equals
Equals
Equals

Figure 5-28. ESG creation, step two

1. Identity 2. Selectors

Tag Value
Frontend
Backend
Database

3. Advanced (Optional)

T +

Description

In the third step, there are advanced contract settings (to be covered later in this
chapter), so leave the default configuration in place and submit the finished form. Right
after that you should see learned endpoints according to your specification (shown in

Figure 5-29).

© ESG - Backend_ESG

Summary Policy
Client Endpoints
e ]
QHeaty @ O | Y
MAC/IP Endpolmarning Hostlraeportrmrface (learned) Encap
NameSource  ServerController
Name
Iv D0:50:56:83:08:92 learmed Pod-1/Node-102/eth...  vian-10
10.2.2.10
~ 00:50:56:83:08:50 leamed Pod-1/Node-102/eth...  vian-11
10.4.4.10
e 00:50:56:83:86:00 learned Pod-1/Node-102/eth...  vian-9

10.1.1.0

Figure 5-29. ESG endpoint learning
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Apress:PROD_APP:Database EPG
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ACI Contracts

Now, since you have ACI resources in a fabric segmented into EPGs, microEPGs, or
ESGs, the last and crucial component of an application policy is the contracts, specifying
communication needs between them. Contracts represent the implementation of a
fundamental security architecture in ACI, using allowlist to permit the required traffic
between EPGs explicitly. Contracts are directional, reusable, and universally describe
protocols with their L4 ports (where applicable).

For better understanding, consider contracts as non-stateful access lists (ACLs) with
dynamic MAC/IP entries based on currently learned endpoints in related EPGs. ACI in
this regard acts as a distributed, non-stateful, zone-based firewall.

By default, no communication between EPGs, uEPGs, or ESGs is permitted thanks to
the per-VRF configurable option Policy Control Enforcement Preference set to Enforced.
If you set this knob to Unenforced, ACI completely stops using contracts and all traffic
between endpoints in a particular VRF will be allowed. This feature can come in handy
to quickly troubleshoot non-working communication between existing endpoints in
ACI. Ifit doesn’t go against your security policy, disabling the contract enforcement
momentarily can immediately show problems in contract definitions or associations if
the connectivity starts working.

As described in Figure 5-30, contracts have a pretty granular structure, allowing the
administrator to thoroughly design the communication policies between endpoints,
consisting of the following:

¢ Root Contract Object: Primarily encompasses the configuration of
the contract scope explained in the next section. You can configure
QoS classification for the traffic matched by contract policies or
change the target DSCP when communicating with external L30OUT.

o Contract Subject: Sublevel with the ability to apply selective
L4-L7 service graphs (a traffic redirection). There are further
configuration options to automatically permit both directions for
specified traffic when the contract is applied between EPGs and
reverse filter ports for a reply.

o Contract Filters: One or more filters can be applied on a subject
with the ability to specify a permit or deny an action for them, or
optionally log the matched traffic
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o Filter Entries: One or more entries inside a filter finally defines
the exact traffic type to match.

Subject AppModule1_Subj
Filter Allow_TCP_2345

Entry TCP_2345 — ip tcp source any destination 2345

Filter Allow_TCP_5432

Entry TCP_5432 — ip tcp source any destination 5432

Subject AppModule2_PBR_Subj

Filter Allow_TCP_HTTPS
Entry TCP_80 — ip tcp source any destination 80 log

Entry TCP_8080 — ip tcp source any destination 8080 log

Entry TCP_443 — ip tcp source any destination 443 log

Figure 5-30. ACI contract structure overview

Each contract comes with two universal logical connectors: consumer and provider.
In order to work correctly, both of them have to be connected to some of the following
entities (I will cover external EPGs in Chapter 7):

e Standard application EPG
o Endpoint security group

o EPG preferred group

e VRF vzAny object

o L3OUT external EPG

¢ L20UT external EPG
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Caution At the time of writing, ACI in version 5.2 didn’t support the application of
a contract between ESG and EPG, just two ESGs mutually.

A contract is, like many other application policy objects, a universal building block so
you can attach it to multiple EPG/ESGs and easily allow connectivity to shared resources
(as shown in Figure 5-31).

Contract Contract

Contract

® Provider

@ Consumer

EPG
Shared

Figure 5-31. Contract and EPG relationships

When designing contracts and their relations, I recommend consulting the official
scalability guide for your implemented ACI version as their amount is not unlimited
(although it is quite high). In ACI version 5.2, there can be a maximum of 100 EPGs
attached on each side of a single contract. Another important value is the maximum
TCAM space for deployment of contracts to the leaf’s hardware ASICs. Based on a given
leaf model and currently configured Forwarding Scale Profile, the amount of TCAM
memory can go from 64.000 up to 256.000, while the approximate consumption can be
calculated using the following formula:

Number of filter entries in a contract X Number of consumer EPGs X Number of
provider EPGs X 2

Note Contracts are enforced on unicast traffic only. Broadcast, unknown unicast,
and multicast (BUM) is implicitly permitted between EPGs.
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Consumer and Provider EPGs

Let’s consider that, for simplicity, there is a need to enable HTTP communication
between endpoints in frontend EPG and a backend EPG. For this purpose, you create
a contract specifying in its filters TCP traffic with any source port and the destination
port 80. As mentioned, contracts are directional, so it always depends who is the
initiator of particular traffic and who is the destination on the other side. Based on this
specification, you decide which EPG becomes a consumer of an HTTP contract and
which one is its provider (see Figure 5-32).

Tenant Apress

Subject: Apply both directions and reverse filter ports
VRF PROD Filter: permit ip tcp src:any(undefined) dst: 80 (http)

EPG
Frontend_EPG

EPG
Consumer Provider BREEECLERE e

TCP Source: 25685 TCP Destination: 80

TCP SRC: 25685 DST: 80

\/

TCP SRC: 80 DST: 25685

<
-«

Figure 5-32. Contract consumer and provider relationships

The provider EPG is (as the name suggests) the provider of an application service
allowed by the contract. That means its endpoints are destinations of a traffic defined in
the contract. In your example, you expect that endpoints in provider EPG Backend_EPG
have the HTTP service enabled and open on port 80.

The consumer EPG, on the other side, consumes the service allowed by the contract.
Endpoints in consumer EPGs are therefore initiators of traffic flow or TCP sessions. In
your example, servers from Frontend_EPG initiate communication using a random
source TCP port to Backend_EPG endpoints with destination port 80.

A contract generally describes the allowed traffic from consumers to providers, in
case of TCP/UDP from a consumer source port to a provider destination port. But what
about the replies to such traffic? ACI isn’t stateful, so it won’t automatically create a
session to permit an incoming reply. Fortunately, thanks to default contract subject
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settings Apply Both Directions and Reverse Filter Ports, each contract is in fact applied

two times, consumer to provider and provider to consumer, but the second time with

reversed TCP/UDP ports. If you enable destination port 80 from any source, APIC will
also implement a permit for a reply from source port 80 to destination ANY. You don’t
need to create multiple contracts or associate the one in both directions manually.

Contract Configuration

Configuration-wise, to create a new contract you need to go to Tenant -> Tenant_name
-> Contracts and right-click the Standard folder. As you can see in Figure 5-33, besides
the object name, you can set the contract scope and QoS properties and create a list of

subjects.
Create Contract (2 <]
Name: Front_to_Back_CT
Alias:
Scope: VRF

QoS Class: Unspecified
Target DSCP: Unspecified

Description:

Annotations: e Click to add a new annotation

Subjects: _|_

Name Description

Figure 5-33. Main contract object creation

Contract Scope

By default, the contract is applicable and valid between any EPGs inside a single VRE. A
contract scope configuration option gives this at the root object level. You can choose
from the following values:

o Application Profile: Traffic defined by this contract will be permitted
only between EPGs that are part of the same application profile,
regardless of their VRF affiliation. This can be helpful with the proper
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application policies design to apply the same contract to many EPGs,
but still without cross-talking between different applications.

o VRF (default): When a contract is applied, it permits communication
universally between any two EPGs as long as they are part of the
same VRE.

o Tenant: ACI is capable of automatic route-leaking between VRFs if
communication of their EPGs is needed, and one of the prerequisites
to do so is a contract with scope tenant between them.

e Global: If inter-tenant (and inter-tenant VRFs) communication is
viable, a global scoped contract is one part of the solution.

Contract Subject

Individual contract subjects group together traffic rules with a specific treatment. Here
you can apply different QoS policies just for a subset of traffic matched by the main
contract or differentiate between packets forwarded in a standard way through the ACI
fabric and the communications redirected to L4-L7 service devices using ACI’s service
graphs (covered in Chapter 8).

As shown in Figure 5-34, other important configuration knobs, by default enabled,
are the already-mentioned Apply Both Direction and Reverse Filter Ports. They ensure
that the subject will permit not only the traffic from the initiator consumer to the
destination provider EPGs, but also the replies in the opposite direction.
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Create Contract Subject

Name: AppModulel_Subj
Alias:

Description: option:

Target DSCP. Unspecified

Apply Both Directions: 7]
Reverse Filter Ports:
Wan SLA Policy: select an option

Filter Chain

L4-L7 Service Graph: select an option

QoS Priority:

Filters
Name Directives

Apress/Allow_TCP_2345

Action
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Priority

| Permit |

ez

Figure 5-34. Contract subject creation

When adding multiple filter objects to the subject, you can choose which of them

will permit or deny the specified traffic. Optionally, you can enable logging for particular

filters using the Directives setting or decide to conserve the TCAM memory when

you choose the Enable Policy Compression directive. In that case, ACI won’t save any

statistics about matched packets by that rule in exchange for less TCAM consumption.

Contract Filter

The last contract component is filters (see Figure 5-35). Using filter entries, they describe

exactly the type of traffic, permitted or denied, based on subject settings when the filter

is applied.
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Create Filter

Figure 5-35. Contract subject creation

00

For filter creation and configuration, you can get it directly from subjects as a part of

the contract object, or they can be prepared separately in advance and later just used.

Individual filter objects can be found in Tenants -> Tenant_name -> Contracts ->

Filters.
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The filter entry configuration options include

Name: Name of the filter entry

EtherType: Matched EtherType: IP, IPv4, IPv6, MPLS Unicast, Trill,
ARP, FCoE, MACsec, or Unspecified (meaning any)

ARP Flag: If you’ve chosen ARP as EtherType, this field specifies a
further ARP Request or ARP Reply.

IP Protocol: If EtherType is IP, this field further determines its
type: TCP, UDP, ICMP, ICMPv6, PIM, EIGRP, OSPE, IGMP, L2TP, or
Unspecified (any)

ApplyToFrag: Enables matching only fragmented IP packets with the
offset field in the header set to a greater value than 0

Stateful: Enables matching only packets that have a direction
provider to consumer TCP ACK flag set

SFromPort: Range of TCP/UDP source ports
SToPort: Range of TCP/UDP source ports
DFromPort: Range of TCP/UDP destination ports

DToPort: Range of TCP/UDP destination ports
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Contract Application to EPGS/ESGs

The final step in contract configuration is its association with application endpoint
groups or endpoint security groups. When you navigate to the EPG object in Tenants

-> Tenant_name -> Application Profiles -> Profile_name -> Application EPGs, right-
click the EPG_name and choose Add Provided/Consumed Contract. Then just choose the
right contract and submit the form (shown in Figure 5-36).

Add Consumed Contract (2 I¥]
Contract: Front_to_Back_CT i
T',’_C'E‘ at least 4 characters to select contracts

QoS: Unspecified
Contract Label:

Subject Label:
Figure 5-36. Contract to EPG application

Graphically, the result can be checked when you navigate to the contact object and
open the Topology tab. It describes just the associations of one contract (see Figure 5-37).
Note that the arrows characterize the relationship from a contract perspective: the arrow
goes from a provider EPG to a contract and from a contract to a consumer EPG. The
actual traffic between endpoints is initiated in the opposite direction.

Contract - Front_to_Back_CT 0 o
Summary Topology Policy Peer Entities Contract Exception Faults History
o = %K.
o Relation Indicators

Configured D Operational

Provider

illl
/ \
\
L)
|
° ° Consumer

Intra EPG/ESG

Figure 5-37. Contract to EPG application
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Another way to show contract relations graphically is when you open the application
profile object and navigate to the Topology tab (shown in Figure 5-38). You’ll find an
overview of the whole application structure.

© Application Profile - PROD_APP O o
Summary Topology Policy Stats Health Faults History
 Healthy Q)=

000 00000 0@ 00000

Contract  EPG u? iﬂ Baremetal VMware Microsoft Red Hat OpenStack Kubemetes Cloud OpenShift Layer 2 Layer 3 Layer 4-7
EPG  EPG Foundry

° ° Relation Indicators
h:“ M}TW Configured : Operational
| \ i\ Show Al JI On Click
/ -\_\ / ‘ Show VRF on EPG: ]

{ ‘{ Provider

|
° I° °l Consumer

Intra EPG/ESG

‘ ‘ ‘ Provider (from Master)

Consumer (From Master)

Figure 5-38. Contract to EPG application

Contract Zoning Rules on Leaf Switches

Maybe you are wondering how ACI can enforce contracts without any direct relation to
an IP address of endpoints, just the traffic specification. As you attach EPGs to both sides
of a contract, ACI relies upon unique EPG identifiers called class IDs (also referred to as
pcTags or sClasses). MicroEPGs and ESGs have their own class ID as well.

Instead of specific IPs, leaves implement in their hardware a set of zoning rules
including references to class IDs of source and destination EPG/ESGs. These class IDs
can be found either in the EPG object when you navigate to its Policy -> General tab, or
while at the main Tenant object and opening the Operational -> Resource IDs -> EPGs
tab (shown in Figure 5-39).
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¢ Tenant - Apress

Summary Dashboard Policy Operational Stats Heaith Faults History
Endpoints Flows Packets Policy Tags Resource IDs
Bridge Domains VRFs EPGs ESGs L30uts External Networks (Bridged)
@ Healthy 0 2 R.
-~ Application Profile Name EPG Name Class ID Scope
PROD_APP Backend_EPG 49156 3080193
PROD_APP Database_EPG 49157
PROD_APP Frontend_EPG 16386

Figure 5-39. EPG'’s class ID (pcTag)

In your case, Frontend_EPG has class ID 16386 and Backend_EPG has class ID
49156. Common scope 3080193 refers to a VRF instance they are both part of. Now when
you apply a simple contract between them, allowing destination TCP port 80 with default

subject configuration (apply both directions and reverse filter ports), the outcome is
documented in Figure 5-40.
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Contract Front_to_Back_CT
Subject: Apply Both Directions and Reverse Filter Ports
Filter Web: permit ip tcp src:any(undefined) dst: 80 (http)

A
TCP src: 25685 dst: 80 (RulelD: 4117) o
TCP src: 80 dst: 25685 (RulelD: 4114)

<
«

TCP src: 25685 dst: 80 (No Rule)

<

TCP src: 80 src: 25685 (No Rule) X

\

EPG Consumer Provider EPG
Frontend_EPG Backend EPG

sClass 16386 sClass 49156

VRF PROD (scope 3080193)

leaf# show zoning-rule

oo e Fommmmm Fommmmmm - e e e R Fommmmm - oo mm - Fommm - oo mmm - oo +
| Rule ID | SrcEPG | DstEPG | FilterID | Dir | operSt | Scope | Name | Action | Priority |
e o o +—- B e e o e e o e +
| 4114 | 49156 | 16386 | | uni-dir-ignore | enabled | 3080913 |Front_to_Back CT| permit |fully qual(7)
| 4117 | 16386 | 49156 | | bi-dir | enabled | 3080913 |Front_to_Back _CT| permit |fully qual(7)
R Homm o o e e L e o o o o e +

leaf# show zoning-filt

fmmm fmmm foo T - fommmm fommmm fommmm T e e Fmmm = +
|FilterId| | EtherT | Prot | ApplyToFrag | Stateful SFromPort | SToPort | DFromPort | DToPort | Prio |
+- —+ k- R et et B et ———+

28 Wweb | ip tep no no 80 80 |unspecified|unspecified| sport|
1] 27| 1 web | ip | tep | no | no | unspecified |unspecified| 80 | 80 | dport|
REEES S e et ettt e e et e e e -—

E Leaf Switches Policy Deployment

Figure 5-40. Contract zone rules

Each contract relationship between two unique EPGs creates by default a number of
new entries in zoning tables of all affected leaf switches, where you have some static or
dynamic EPG to interface mappings. The number of entries depends on the amount of
filter rules included in the contract. These zoning tables are basically the end result and
hardware implementation of security policies in ACI. As you can see in Figure 5-34, you
can view their current content on a particular leaf switch by issuing show zoning-rule.

The structure of a zoning table is the following:
¢ Rule ID: Unique zone-rule identifier, switch local value

e Src/Dst EPG: Source and destination pcTags (ClassID, sClass) of
related EPGs

o Filter ID: Reference to another table with filter definitions
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e Dir: Direction of the rule. With apply both directions enabled, there
will be always bidir rules from the consumer to the provider EPG
and uni-dir-ignore rules for returning traffic from the provider to the
consumer EPG.

o operSt: Enabled/Disabled
e Scope: Reference to VRF L3 VNI
e Name: Contract name

e Action: Permit/Deny/Redirect/Log, based on a contract subject
configuration

o Priority: To some extent a configurable precedence of entries when
multiple subjects or contracts are associated between the same
EPGs. The lower the number, the higher the priority, with the range
between 0 and 22.

In your case with the contract permitting TCP destination port 80 using a single filter,
you can see two entries: rule ID 4117 for a consumer to provider direction and 4114 for
returning traffic. That’s the result of setting Apply Both Directions in the contract subject.
There are, of course, many other entries in the zoning table, but I've omitted them for
clarity. You will always find entries implicitly permitting ARP in each VRF and implicitly
denying and logging all other traffic, not matched by any more specific custom contract.
Implicitly denied entries have the lowest possible priority of 22 so all your custom
contracts will take precedence over it.

Note Although the rule 4117 (consumer to provider) from the previous example
specifies the bi-dir direction according to the zoning table, it suggest that you
can also permit TCP destination port 80 in the other way, provider to consumer. In
fact, ACI enforces this bi-dir entry only in one and the correct direction. Lab tests
showed that all TCP SYNs to a destination port 80 from provider to consumer are
dropped.

Another important security policy-related database is the zoning filter table, in
which content can be checked using show zoning-filter. Each contract zoning rule
has a particular filter entry referenced from this table. The filter structure goes as follows
(mostly matches the configuration options of the filter object discussed later):
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o Filter ID: Unique contract filter identifier, switch local value
o Name: Name of filter object related to this entry
o EtherT: Configured EtherType: IP, IPv4, IPv6, ARP, FCOE, etc.

e Prot: IP protocol definition: TCP, UDP, ICMP, PIM, EIGRP, OSPE,
IGMP, etc. Set only if previous EtherType field is IP.

o ApplyToFrag: Enables matching only fragmented IP packets with the
offset field in the header set to a greater value than 0

o Stateful: Enables matching only packets that have a direction
provider to consumer TCP ACK flag set

o SFromPort: Range of TCP/UDP source ports

o SToPort: Range of TCP/UDP source ports

e DFromPort: Range of TCP/UDP destination ports
o DToPort: Range of TCP/UDP destination ports

o Prio: Filter can be prioritized based on a specificity. The exact
definition of source or destination ports over unspecified.

The Reverse Filter Ports option in a contract subject configuration causes that for
each filter defined in a contract. You can see two individual entries in a zoning filter
table with automatically switched TCP/UDP port definitions. Filter ID 27 from your
example defines the TCP any source port connection to destination port 80, while the
automatically created Filter ID 28 reverses the definition to TCP source port 80 and any
destination port.

Just as a side note, when you consider contracts permitting “ip any any” (all filter
fields unspecified), thanks to this zoning rule and zoning filter implementation, it
actually doesn’t matter which way the contract is applied between two EPGs. It will
permit the entire traffic in both directions, regardless of consumer-provider association.
Only more specific port definitions have this directional behavior.

Endpoint Classification and Zoning Enforcement

The last piece of the contract enforcement puzzle is endpoint classification and
association to its EPG. You already know that if the ACI administrator creates a static
or dynamic interface/VLAN to EPG mappings, leaf switches will learn all the endpoint
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MAC/IP addresses behind local interfaces and update this information using COOP

on spines as well. By default, the same learning process happens for remote endpoints

communicating with local ones. For zoning rules enforcement, all these endpoints must
be internally associated with pcTags (sClass) of their EPG/ESG/uEPG. This information
can be then verified with the commands in Listing 5-6.

Listing 5-6. Endpoint pcTag/sClass Verification

apici# show epg Frontend_EPG detail

Application EPg Data:

Tenant . Apress
Application : PROD_APP
AEPg ¢ Frontend_EPG
BD : Frontend BD
uSeg EPG : no

Intra EPG Isolation : unenforced
Proxy ARP : none

Policy Tag 2116386

V1an Domains

--output ommited-
Leaf-101# show system internal

MAC : 0050.56b3.86dd :::
IP# 0 : 10.1.1.10 :::

17 ::: flags2 : dyn-useg|

Vlan id : 30 ::: Vlan vnid : 8292
VRF vnid : 3080193

BD vnid : 16089026 :::

Phy If : 0x1a013000 ::: Tunnel
Interface : Ethernet1/20
Flags : 0x80005c04 ::: sclass :

EP Create Timestamp :

: Apress_PhysDom

epm endpoint ip 10.1.1.10

Num IPs : 1
IP# 0 flags :

sclass| :::
::: VRF name : Apress:PROD

If : 0

16386 |:::

Ref count : 5

05/06/2022 15:42:07.377423

EP Update Timestamp : 05/11/2022 11:24:35.170177

EP Flags :

local|IP|MAC|host-tracked|sclass|timer|

13-sw-hit: No :::

sclass :
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When a packet arrives from the source endpoint, the leaf will internally associate it
with a specific policy tag (pcTag) based on previous endpoint learning. As a next step,
the contract enforcement decision is made.

If the leaf switch already knows about a destination endpoint, it can right away
search through its zoning rules, looking for matching source and destination pcTag
entries there. Based on the result, the packet is either permitted to further processing
or denied. This happens thanks to the default setting of Policy Control Enforcement
Direction to Ingress in the VRF policy. That’s why leaves prefer to enforce contracts on
ingress whenever possible.

If the leaf switch is not currently aware of a destination endpoint and thus it cannot
derive its pcTag, such a packet is forwarded through the ACI fabric to the egress leaf
switch and zoning rules are applied there instead.

Note Previously discussed reclassification of endpoints from a parent EPG to
micro EPG or ESG is, in fact, about changing their sClass values and therefore
instantly applying different contract policies and zoning rules on leaf switches.

EPG/ESG Preferred Groups

Creating new contracts between each pair of EPGs can become quite complicated and
harder to maintain over time. ACI offers a couple of options to optimize the contract
usage. The first tool I have already described: endpoint security groups themselves. They
provide a simple way to group together multiple EPGs and, instead of individual contract
relationships, apply the only one for the whole group.
Another option is to use the preferred group feature. As shown in Figure 5-41, in each
VRF you can create one group of EPGs or ESGs, without enforced contracts mutually
between all members, so they can communicate freely. Only non-members then need to
use a standard contract to allow communication with members of a preferred group.
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Figure 5-41. EPG preferred groups

ACI FUNDAMENTALS: APPLICATION POLICY MODEL

Provider

EPG
Backend_EPG

sClass 49156

In order to configure the preferred group feature, you need to do two steps:

o Enable the preferred group in the VRF object policy. There is a
configuration knob named Preferred Group, which is by default in