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The world is full of fathers, but there are very few men 
worthy of being called daddy.

Becoming a father is the most beautiful thing that happened 
to me in life. Zaara is an identical copy when it comes to my 
personality. I am having arguments with “myself” multiple 
times a day; I am frustrated by the things she does and says 

and, in reality, I am getting frustrated with myself.  
This brings up the question, how can people live with me? 

Am I really like this?

All credits go to my wife and daughter, I guess…

To all the fathers in the world: Be there, be an example, and 
be proud, but most importantly, make them proud of you! 
Set an example so they can survive and find their way in 

this “broken” world we live in. They are the future.

Zaara Ameerah Hoogendoorn, I am proud of you and I am 
doing everything I can to make you proud of me as well.
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Introduction

Chapter 1 explains the challenges found in the traditional data center 

security model and how NSX-T provides macro- and micro-segmentation 

to offer a zero-trust security model to overcome these challenges.

Chapter 2 explains what distributed IDS and URL analysis are and 

covers their use cases. It also explains the architecture of how NSX-T 

implements distributed IDS and URL analysis.

Chapter 3 explains the differences between the types of service 

insertion and how the north-south and east-west network sections work. 

You also learn how endpoint protection works and about its typical use 

cases.

Chapter 4 explains the NSX-T network services like Network Address 

Translation (NAT), Dynamic Host Configuration Protocol (DHCP), and 

Domain Name Services (DNS).

Chapter 5 explains the NSX-T load balancer architecture and discusses 

its components.

Chapter 6 describes the requirements for IPSec VPN using NSX-T 

and identifies the different VPN types offered. It also describes how to 

create and configure Layer-3 IPsec VPN tunnels and Layer-2 VPN (L2VPN) 

tunnels.

Chapter 7 describes NSX intelligence and its use cases. It explains what 

the NSX intelligence system requirements are and what you need to deploy 

the NSX intelligence appliance. It also explains how NSX intelligence 

performs visualization and recommendation capabilities. It describes NSX 

intelligence alarms and events so you can identify and prevent failures of 

your NSX-T environment. It also describes the different use cases for the 

Network Topology feature.
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Chapter 8 describes the purpose of the VMware Identity Manager (also 

known as VMware Workspace ONE Access) and identifies the benefits of 

integrating it. You learn how to configure the integration between NSX-T 

and vIDM and how to verify it.

Chapter 9 explains how to use NSX-T stretched networking and 

stretched security features across multiple sites via NSX-T Federation.

Chapter 10 explains how NSX-T is used inside the commonly used 

VMware public cloud offerings (hyperscalers) and the commonly used 

native public cloud providers.

Chapter 11 explains the VMware products and other products (such 

as API wrappers) that use the NSX-T API to automate certain tasks. As 

cloud management platform integration and cloud automation can be 

very complex topics and complete books can be written about them, I only 

touch the surface here.
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CHAPTER 1

NSX-T Security 
and Firewalls
This chapter explains the challenges in the traditional data center security 

model and covers how NSX-T provides macro- and micro-segmentations 

to offer a zero trust security model that overcomes these traditional data 

center security challenges.

 Traditional Data Center Security
The traditional data center security model is based on environments 

that are tied to networks. Typical data center network security models 

offer security between network subnets, but not within network subnets. 

This means that all systems that are part of the same subnet can openly 

communicate with each other unless they have some sort of host-based 

firewall installed (or something equivalent to that, like IP tables). Common 

services like DNS, DHCP, or NTP can typically be accessed from anywhere 

in the network without being checked.

Attackers typically target systems that have a low priority and these 

systems are overlooked when it comes to installing security patches and 

updates. When these systems are compromised with a traditional data 

center security model in place, attackers can freely move around between 

systems and gain access to private data.
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Figure 1-1 shows an illustration of the various network and security 

boundaries a traditional data center network has.

 Data Center Security Requirements
In order to overcome the traditional data center security model challenges, 

the following requirements are introduced:

• Each system (virtual machine or bare metal) will have 

its own personal firewall and individual security policy.

Figure 1-1. Inflexible security boundaries based on subnets
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• In order to flexibly assign a security policy to a system, 

the security policy needs to be based on several 

attributes like VM attributes, network attributes, 

application attributes, or even user attributes, whereby 

tagging and grouping is used to identify the attributes.

• With applications, additional security controls need 

to be introduced, such as service insertion, to allow 

the use of security services/features from third-party 

vendors and allow agentless virus scanning services.

 NSX-T Micro-Segmentation
Micro-segmentation is one of the mechanisms that will satisfy several of 

the requirements described in the previous section.

With micro-segmentation, you are placing a firewall that is centrally 

managed by NSX-T in front of each (or selected) virtual machine (or 

supported physical servers).

With this capability, you are moving from a situation in which your 

network subnet was your physical boundary and the security policy 

enforcement was done by a physical firewall northbound, to a situation 

in which the security policy enforcement is now at the system’s (virtual or 

physical) NIC level.

With this capability, you can logically group your systems in a different 

and more efficient way and can use a more granular security policy. Each 

system (virtual or physical) can now have its own security boundary 

(Figure 1-2)!
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 Zero Trust Security Model
The zero trust security model takes “zero trust” as the main starting point. 

When we apply this to networks, this means that all systems will block all 

incoming and outgoing traffic unless that traffic is specifically whitelisted 

and allowed.

Figure 1-2. Flexible security boundaries based on groups
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 NSX-T Micro-Segmentation Use Cases
You need micro-segmentation to satisfy the following use cases:

• When you need to secure critical applications.

• When you need to secure mobile applications.

• When you need to secure virtual desktop infrastructure.

• When you want to secure systems using agentless 

endpoint protection solutions.

• When your systems that are part of your DMZ are 

located across your compute infrastructure (and 

not necessarily on DMZ islands), whereby logical 

separation is required rather than physical separation.

 NSX-T Micro-Segmentation Benefits
Micro-segmentation with NSX-T is VMware’s implementation of the zero 

trust security model. It does this by leveraging isolation and segmentation 

and allows you to steer traffic to another virtual firewall using third-party 

service insertion.

Because zero trust is applied, you minimize the risk of impact 

whenever there is a network breach.

Micro-segmentation simplifies network flows because you don’t have 

to hairpin the traffic to a northbound firewall. Also, you can use your 

existing network topology (it’s hardware and network topology agnostic).

Another benefit is the mobility of your security policy. When a virtual 

machine moves from one part of the data center to another part, the 

security policy moves with it.
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 Enforcing the Zero Trust Security Model 
Using Micro-Segmentation
Micro-segmentation can be implemented on multiple levels using 

different approaches.

• Virtual machine level

• Application level

• Environment level

• Functionality level

I marked the flows in Figure 1-3 with A, B, and C, whereby micro- 

segmentation takes the following approaches:

• A = Virtual machine level

• B = Application level

• C = Environment level

Figure 1-3. Grouping based on application level
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We can also “group” the virtual machines based on their functionality. 

Figure 1-4 introduces this with B.

• A = Virtual machine level

• B = Functionality level

• C = Environment level

With these two examples, you can see that you can also logically group 

systems (virtual machines) and apply security policies to these groups, 

thereby enforcing micro-segmentation with the use of logically created 

security groups.

 NSX-T Distributed Firewall
The NSX-T distributed firewall (DFW) allows you to implement micro- 

segmentation to provide zero trust security. The firewall is provided by 

kernel-based service modules that allow the configuration of firewall rules 

on the (virtual) NICs of systems networked by NSX-T.

Figure 1-4. Grouping based on functionality level
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 NSX-T Distributed Firewall (DFW) Features
The NSX-T distributed firewall includes the following features:

Availability/recoverability:

• vSphere vMotion support: Firewall policies move with 

VMs

Manageability:

• Centralized configuration through the NSX UI or REST 

API

• Support for on-premises and public clouds

• Programmed in the kernel and implemented at the 

virtual NIC level

• Support for multiple hypervisors

• Support for multiple workloads (VM, bare metal, and 

container)

• Static and dynamic grouping based on compute objects 

and tags

Performance:

• Line-rate firewall throughput support

Security:

• Distributed (OSI) Layer 2-4 firewall support

• (OSI) Layer-7 context-aware firewall support

• Firewall rule enforcement regardless of the network 

transport type (overlay or VLAN)

• Identity-based firewall support (based on active 

directory users and/or groups)
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 NSX-T DFW Concepts
When you are dealing with the NSX-T distributed firewall, a few new concepts 

are introduced that are important for you to understand (Table 1- 1).

 Security Policy Overview
The NSX-T user interface enables you to configure security policies at 

multiple levels. To see an overview of all these policies, choose Security ➤ 

Security Overview ➤ Configuration (Figure 1-5). Table 1-2 explains these 

policies.

Table 1-1. Security Policy Overview

Concept Description

Security policy a collection of firewall rules.

Firewall rule the instruction that either allows or denies network traffic 

based on sources, destinations, and network protocols.

Group a construct that allows you to statically or dynamically 

group different objects together to form a logical group. this 

group can then be used in a firewall rule to be the source or 

destination of the rule.

Service you specify a combination of a network port and network 

protocol that can be used inside a firewall rule in order to 

either allow or deny this specific “service”.

Context profile allows you to inspect the layer-7 application content of 

network traffic (packets) to allow or deny them.
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 DFW Security Policy
The Distributed firewall security policy is a collection of distributed 

firewall rules that form the overall security policy to control east-west 

network traffic (Figure 1-6).

Figure 1-5. NSX-T security policy overview

Table 1-2. Security Policy Overview

Policy Description

distributed firewall 

policies

the distributed firewall rule collections that are configured 

to control east-west network traffic.

Gateway policies the gateway firewall rules that are configured to control 

north-south network traffic.

endpoint policies the configured guest introspection services and rules.

Network introspection 

policies

the configured north-south and east-west network traffic 

redirection rules.

distributed idS 

policies

the configured policies to define intrusion detection rules 

for east-west network traffic.
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NSX-T allows you to group these distributed firewall security policies 

into several categories, as described in Table 1-3.

Table 1-3. Security Policy Categories

Category Description

ethernet this category holds all layer-2 policies. layer-2 firewall rules are 

always evaluated and processed before layer-3 rules.

emergency this category holds all temporary firewall policies that you added in 

case of an emergency, such as blocking an attacker from attacking a 

web server. the emergency security policy is evaluated and processed 

before the infrastructure, environment, and application category rules.

infrastructure this category holds all non-application policies specific to 

infrastructure components, such as vCenter Server, eSXi hosts, and 

common services like dhCp, dNS, and Ntp.

environment this category holds all high-level policy groupings. an example of this is 

that the production group cannot communicate with the testing group 

or the testing group cannot communicate with the development group.

application this category holds all specific and granular application policy rules, 

such as rules between applications or application tiers, or rules 

between microservices.

Figure 1-6. Distributed firewall policy categories
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Each of these categories has its own rules and policies. Firewall rules 

are enforced left to right and top to bottom.

You can reorder security policies and firewall rules in a specific 

category. You cannot move policies or rules across different categories.

You can configure your firewall rules under the relevant categories.

 DFW Configuration
A firewall policy contains one or more firewall rules in order to either allow 

or deny specific network traffic. These rules can be stateful or stateless.

A stateful security policy that contains stateful rules allows traffic that 

has gone out and that comes back in based on the same TCP session. 

Stateless policies only allow traffic to go out; returning traffic will be 

denied.

You can create a distributed firewall policy with distributed firewall 

rules by choosing Security ➤ East West Security ➤ Distributed Firewall ➤ 

Application ➤ Add Policy (Figures 1-7 through 1-9).

Figure 1-7. Distributed firewall policy configuration (2)
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In a firewall policy, each firewall rule contains instructions that 

determine the following factors:

• Whether a packet should be allowed or blocked

• Protocols that the packet is allowed to use

• Ports that the packet is allowed to use

Policies are used for multi-tenancy, such as creating specific rules for 

finance and HR departments in separate policies.

Figure 1-8. Distributed firewall policy configuration (2)

Figure 1-9. Distributed firewall policy rule configuration (1)
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Firewall rules are enforced in the following ways:

• Like firewall policies, firewall rules are also processed 

top-to-bottom.

• Each packet is checked against the top rule in the rule 

table before moving down the next subsequent rules in 

the table.

• The first rule in the table that matches the traffic’s 

parameters is enforced immediately. Subsequent rules 

will not be enforced because the search is terminated 

for that packet, as it has been enforced by the rule 

above it.

Because of this behavior, you must place the most granular policies at 

the top of the rule table.

The default rule at the bottom of the rule table is a catch-all rule. 

Packets not matching other rules are enforced by the default rule.

After the host transport node preparation operation, the default rule is 

set to the Allow action. This rule ensures that VM-to-VM communication is 

not broken during the staging or migration phases.

To implement a zero trust model where only the specified traffic is 

allowed, the action for the default rule should be changed to block, and 

firewall policies should be defined to specify all traffic to be allowed 

(Figure 1-10).

Figure 1-10. Distributed firewall policy rule configuration (2)
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 DFW Policy Advanced Setting Configuration
When you create a distributed firewall policy, you can specify additional 

settings, including TCP Strict, Stateful, and Locked (Figures 1-11 and 1-12). 

Table 1-4 explains these settings in detail.

Figure 1-11. Setting the distributed firewall policy advanced settings

Figure 1-12. Distributed firewall policy advanced settings 
configuration
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 DFW Time-Based Security Policy Configuration
When you want your security policy to be active only for a specific time 

slot, you can configure a time-based security policy. You can do this by 

clicking the little clock shown in Figure 1-13.

Table 1-4. DFW Advanced Settings

Setting Description

tCp Strict when you enable this setting, packets that do not complete a three-

way tCp handshake are dropped.

Stateful when you enable this setting, the distributed firewall performs 

a stateful packet inspection and tracks the state of the network 

connections. packets that match a known active connection are 

allowed (back in). packets that do not match are inspected against the 

existing firewall rules.

locked when you enable this setting, this allows you to lock a policy while 

making configuration changes so that other users cannot make 

simultaneous modifications to the same policy.

Figure 1-13. Setting the time windows on a distributed firewall policy
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Figure 1-14. Distributed firewall policy time windows summary 
(without a time window)

Figure 1-15. Distributed firewall policy time windows configuration

Figure 1-16. Distributed firewall policy time windows summary 
(with time window)
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The parameters to configure a time window are listed in Table 1-5.

The configured time window activates the security policy between 

October 2nd and October 31st every Sunday between 05:00 in the morning 

until 22:00 in the evening.

The From and Till parameters must be configured in 30-minute 

increments. For example, from 09:00 to 09:30 is a valid configuration. If you 

configure an interval from 08:15 to 08:45, a configuration error appears in 

the UI. Before you configure a time-based rule, you must configure NTP 

servers for the transport nodes.

 DFW Rule Configuration
Distributed firewall rules are a set of criteria that are used to evaluate the 

network traffic flows. They contain the instructions that determine if a 

packet should be allowed or blocked.

You can configure the rules by clicking the three dots in front of the 

security policy, as shown in Figure 1-17.

Table 1-5. Time Window Parameters

Parameter Description

Name time-Slot-1

time zone (utC or local to transport node)

Frequency (weekly or one time)

recurring days every Sunday

Start and end date 2-OCt-2020 / 31-OCt-2020

Start and end time 05:00 / 22:00
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The parameters required to configure the criteria are described in the 

next section.

 DFW Rule Parameters Configuration
To configure a firewall rule, you must include parameters like Source, 

Destination, Service, Profile, Applied To, and Logging, and you need to 

select which action should be taken when a rule is matched (or hit). See 

Figure 1-18.

The parameters that can be defined when configuring a distributed 

firewall rule are listed in Table 1-6.

Figure 1-17. Adding a distributed firewall rule

Figure 1-18. Distributed firewall rule parameters
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The order of the distributed firewall rules determines how the traffic is 

handled. You can drag and drop rules in the UI to change their order.

 DFW Source and Destination Definitions
The sources and destinations for a distributed firewall rule can be an IP 

address (IPv4 or IPv6) or a MAC address. You can also use objects, such as 

a virtual machine or a group. The default is Any, when you do not make the 

source or destination specific.

 Groups
When you use a group as the source and/or the destination, you are using 

a collection of assets. Defined assets can be virtual machine objects, virtual 

interfaces (VIFs), segments, segment ports, IP addresses, IP subnets, MAC 

addresses, active directory user groups, and physical servers.

Table 1-6. Distributed Firewall Rule Parameters

Rule Description

Name you can specify a name for the rule.

Sources you can use previously defined groups.

destinations you can use previously defined groups.

Services you can specify a port and protocol combination.

profiles you use context profiles to define context-aware or layer-7 rules.

applied to defines the scope of the rule. it can be the full dFw or a specific 

security group.

action you can select from the following firewall rule actions:

• allow

• drop

• reject
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Note Before creating a group that includes ad users, you must add 
an ad domain to NSX Manager.

you add this domain through the NSX-t ui by choosing System ➤ 
Configuration ➤ identity Firewall ad ➤ add active directory. the main 
use case for creating a group that includes ad users is to configure 
identity-based firewall rules.

 Creating a Group and Adding Members
You can create a group through the NSX-T UI by choosing Inventory ➤ 

Groups ➤ Add Group, as shown in Figure 1-19.

Click Set Members to define dynamic (Figure 1-20) or static (Figure 1- 21) 

membership criteria, as explained in Table 1-7.

Figure 1-19. Adding a new group
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Note when you are using nested groups with the static group 
inclusion, the recommendation is not to use nested groups that are 
nested with more than three levels.

Table 1-7. Group Membership Criteria

Criteria Description

dynamic 

group 

inclusion

dynamic group inclusion for virtual machines can be based on tags, 

machine names, OS names, or computer names.

Static group 

inclusion

Static group inclusion criteria apply to virtual machines, virtual 

interfaces (ViFs), segments, segment ports, ip sets, MaC sets, ad 

user groups, physical servers, and nested groups.

Figure 1-20. Dynamic group membership
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 Service Specification Inside a DFW Rule
Services are used in distributed firewall rules to identify the types of traffic 

to block or allow. Services contain the port and protocol definition for 

network traffic. One or more services can be specified inside a distributed 

firewall rule.

NSX-T Manager includes a list of predefined services. These services 

cannot be modified or deleted. You can also create your own services to 

meet your specific communication requirements.

You can create a service (or view the existing services) through the 

NSX-T Manager UI by choosing Inventory ➤ Services ➤ Add Service, as 

shown in Figure 1-22.

Figure 1-21. Static group membership
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You can also add a service (or select an existing service) when you are 

in the process of configuring the distribute firewall rule. You do this by 

clicking the pencil in the Services column of the distribute firewall rule 

itself (Figures 1-23 through 1-25).

Figure 1-22. Adding a service

Figure 1-23. Adding a service through the distributed firewall rule (1)
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Figure 1-24. Adding a service through the distributed firewall rule (2)

Figure 1-25. Adding a service through the distributed firewall rule (3)
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Figure 1-26. Setting the service entries

Figure 1-27. Adding a service entry

Figure 1-28. Selecting the newly added service to distributed firewall 
rule (1)
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 Add a Context Profile to a DFW Rule
When you want a distributed firewall rule to inspect packets based on L7 

application information, you need to use a context profile.

Just like with services, you can create new context profiles when you 

create a distributed firewall rule.

NSX-T Manager includes a list of predefined context profiles. You can 

create your own context profiles to meet your specific communication 

requirements. Layer-7 firewall rules can be defined only in a stateful 

firewall policy.

You can create a context profile (or view the existing context profiles) 

through the NSX-T UI by choosing Inventory ➤ Context Profile ➤ Add 

Context Profile, as shown in Figure 1-30.

Figure 1-29. Selecting the newly added service to distributed firewall 
rule (2)

Figure 1-30. Adding a context profile
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You can also add a context profile (or select an existing one) when you 

are in the process of configuring the distribute firewall rule. You do this by 

clicking the pencil in the profile column of the distribute firewall rule itself 

(Figures 1-31 through 1-33).

Figure 1-31. Adding a context profile through the distributed firewall 
rule (1)

Figure 1-32. Adding a context profile through the distributed firewall 
rule (2)
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 Context Attributes Configuration
A context profile defines context-aware attributes, including application ID 

and domain name, as well as sub-attributes such as application version or 

cipher set (Figure 1-34).

Context profiles for distributed firewall rules include the main 

attributes explained in Table 1-8.

Figure 1-33. Adding a context profile through the distributed firewall 
rule (3)

Figure 1-34. Adding a context profile attribute
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Figure 1-36. Adding a context profile attribute based on app ID (2)

I added a context profile to match the CIFS/SMB v2 traffic, as shown in 

Figures 1-35 through 1-38.

Table 1-8. Context Profile Attributes

Attribute Description

APP_ID you can choose from a list of preconfigured applications. you 

cannot add any applications. examples include Ftp, SSh, and 

SSl. Certain applications allow users to specify sub-attributes. 

For example, when choosing SSl administrators, you can 

specify the TLS_VERSION and the TLS_CIPHER_SUITE. For 

CiFS, you can specify the SMB_VERSION.

DOMAIN_NAME you can choose from a static list of fully qualified domain names 

(FQdNs).

Figure 1-35. Adding a context profile attribute based on app ID (1)
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Now I add an attribute based on a domain (FQDN) name. See 

Figures 1-39 and 1-40.

I added a context profile to match the FQDN connect.facebook.com.

Now that I specified these attributes inside the context profile, I 

can use them to either allow or block traffic and perform true Layer-7 

distributed firewalling.

Figure 1-37. Adding a context profile attribute based on app ID (3)

Figure 1-38. Adding a context profile attribute based on app ID (4)

Figure 1-39. Adding a context profile attribute based on a domain 
(FQDN) name (1)

Figure 1-40. Adding a context profile attribute based on a domain 
(FQDN) name (2)
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Figure 1-42. Set the scope to DFW

 Scope of the DFW Rule
Using the Applied To attribute in the distributed firewall rule, you can 

define the scope to which you want the distributed firewall rule applied. 

You can then ensure that the distributed firewall rule is only applied to the 

workloads that are in scope of the rule.

When you have three groups—Web, App, and DB—and your firewall 

rule only contains rules for the Web group as a source and the App group 

as a destination, it does not make sense to also apply these rules to the DB 

group (virtual machines), as they will be irrelevant.

This will optimize the resource utilization on the ESXi hosts. It helps to 

define targeted policies at specific zones or tenants without affecting the 

policy defined on other zones or tenants.

When you select DFW (the default), the distributed firewall rule will 

be applied to all the virtual machines in the environment. See Figures 1-41 

through 1-43.

Figure 1-41. Defining a scope through the distributed firewall rule
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 DFW Rule Actions
You can configure the actions explained in Table 1-9 in a distributed 

firewall rule. See Figure 1-44.

Figure 1-43. Set the scope to specific groups

Table 1-9. DFW Rule Actions

Action Description

allow allows all l3 and l2 traffic with the specified source, destination, and 

protocol.

drop drops packets with the specified source, destination, and protocol.

dropping a packet is a silent action with no notification to the source and 

destination systems.

reject rejects packets with the specified source, destination, and protocol.

rejecting a packet is a more graceful way to deny a packet, because it 

sends a “destination unreachable” message to the sender.
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 DFW Rule Settings
You can configure additional settings for your distributed firewall rules, as 

listed in Table 1-10.

Figure 1-44. Set a distributed firewall rule action

Table 1-10. DFW Rule Settings

Setting Description

logging you can turn logging off or on a per distributed firewall rule basis. the 

logs are stored in the /var/log/dfwpktlogs.log file on eSXi hosts.

direction this setting matches the direction of a packet as it moves across the 

network.

•  the iN(bound) direction is for traffic ingressing through the 

distributed firewall.

•  the Out(bound) direction is for traffic egressing through the 

distributed firewall.

•  the iN_Out(bound) direction indicates that traffic in both directions 

is checked.

ip protocol the supported protocols are ipv4, ipv6, and ipV4-ipv6.

log label with the use of log labels, you can identify a rule when analyzing the 

log files.

Figure 1-45. Set the distributed firewall rule settings (1)
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 Enable/Disable a DFW Rule
By default, configured distributed firewall rules are enabled. You can 

disable them with the toggle displayed in Figure 1-47.

 Save and View DFW Rule Configurations
You can save and view distributed firewall configurations. When you 

publish a distributed firewall rule, a draft of the configuration is saved 

automatically. But you can also save a firewall ruleset at any point in time. 

See Figures 1-48 through 1-51.

Figure 1-47. Enable/disable a distributed firewall rule

Figure 1-46. Set the distributed firewall rule settings (2)
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Figure 1-48. Publish a firewall rule (1)

Figure 1-49. Publish a firewall rule (2)

Figure 1-50. Save a firewall ruleset (1)

Figure 1-51. Save a firewall ruleset (2)
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The Locked switch prevents multiple users from opening and editing a 

manual firewall ruleset draft. When you enable the lock, you must include 

a description.

You can then see a timeline with all saved distributed firewall 

configurations. The types of available saved items are listed in Table 1-11.

 Roll Back Saved DFW Rule Configurations
I added a second distributed firewall rule to the security policy, as shown 

in Figure 1-53.

Table 1-11. DFW Rule Saved Items

Save Item Description

auto- saved drafts are automatically saved by the system immediately after 

distributed firewall changes are published by clicking the publish 

button. this feature is enabled by default, but can be disabled if 

you require this.

Saved by 

others

distributed firewall configurations are saved by other users 

different from the user currently logged into the NSX ui.

Saved by me distributed firewall configurations saved by the user currently 

logged into the NSX ui.

Figure 1-52. Look at a saved firewall ruleset (1)
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Figure 1-54. View saved distributed firewall rules

If I were to click Publish, the new ruleset would be saved 

automatically. Say I want to roll back to the previous distributed firewall 

rule configuration. This requires reverting to the previously published 

autosave.

In Figure 1-55, you see three bullets. Two of them are dedicated to the 

autosave, and one of them (the middle) is dedicated to the one I manually 

saved. You do this by selecting the manual save (Figure 1-56).

Figure 1-53. Adding a new distributed firewall rule

Figure 1-55. Look at a saved firewall ruleset
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This will bring up a screen that displays the details of the distributed 

firewall configuration on the top, including its name, description, and 

creation date.

The bottom part of the screen displays the differences between the 

saved configuration and the last published configuration. See Figure 1-57.

Figure 1-56. Selecting a saved firewall ruleset

Figure 1-57. View the draft details of the saved distributed 
firewall ruleset
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If you click the firewall ruleset at the point in time you want to revert to, 

you can then click Load.

Notice the warning:

"You are looking at the saved configuration 'Test Saved 

Firewall Configuration'. Click Publish to commit or Revert to 

go back to the last published configuration. You may modify 

entities as needed."

This means that you first need to publish the ruleset before it is active.

When you click Publish, you will see a small trash bin in front of the 

rules that were removed (Figure 1-59).

When you refresh the screen, the rule is gone, as shown in Figure 1-60.

Figure 1-58. Publish the restored distributed firewall ruleset

Figure 1-59. The restored distributed firewall ruleset (after the 
publish 1)
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When you restore a ruleset, you are deleting the existing firewall rules.

This can have an impact on your existing environment. Applications 

might stop working, or applications might suddenly be accessible that 

should not be.

 Distributed Firewall (DFW) Architecture
A step-by-step high-level overview of the distributed firewall is described 

in the following steps and shown in Figure 1-61:

 1. You configure a distributed firewall policy using the 

NSX user interface.

 2. The configured policy is processed by the NSX-T 

Manager policy role.

 3. The distributed firewall policy is then pushed to the 

NSX-T Manager role.

 4. The NSX-T Manager role forwards the distributed 

firewall rule configuration to the Central Control 

Plane (CCP).

 5. The CCP then forwards the configuration to the 

Local Control Plane (LCP) (nsx-proxy) using the 

Appliance Proxy Hub (APH) with an RPC call using 

port TCP/1235.

Figure 1-60. The restored distributed firewall ruleset (after the 
publish 2)

Chapter 1  NSX-t SeCurity aNd FirewallS

WOW! eBook 
www.wowebook.org



42

 6. The host transport node stores the distributed 

firewall configuration and configures the data path 

accordingly.

 7. The host transport node sends the rule statistics and 

status to the NSX Manager with an RPC call using 

port TCP/1234.

 DFW Architecture on the ESXi Hypervisor
The data path modules outlined in Table 1-12 are responsible for 

distributed firewall rule processing.

Figure 1-61. The DFW architecture
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Layer-7 rules (similar to the rest of DFW rules) are programmed into 

the VSIP module. The VSIP module forwards L7 packets to the VDPI 

module, which inspects and extracts the Layer-7 information from the 

packets and returns them to the VSIP module.

The Stats Exporter collects flow records from the VSIP kernel module 

and generates rule statistics.

A step-by-step high-level overview of how this works follows (see 

Figure 1-62).

 1. The nsx-proxy retrieves the configuration changes 

from the CCP and configures data path modules.

 2. Data path modules:

 a. The VSIP module receives the firewall rules and downloads 

them on each virtual machine’s vNIC.

 b. The VDPI module performs the Layer-7 packet inspection.

 3. The Stats Exporter collects flow records from the 

distributed firewall data plane kernel modules and 

generates rules statistics.

Table 1-12. ESXi Data Path Modules|DFW Architecture

Module Description

VMware internetworking 

Service insertion platform 

(VSip)

the main part of the distributed firewall kernel 

module that receives the firewall rules and 

downloads them on each VM’s vNiC.

VMware deep packet 

inspection (Vdpi)

a deep packet inspection module daemon in the user 

space that is responsible for l7 packet inspection. 

Vdpi can identify application ids and extract context 

for a traffic flow.
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 4. The nsx-proxy passes the rules statistics and real-

time data to the NSX-T management plane with an 

RPC call using port TCP/1234.

 NSX-T Gateway Firewall
The NSX-T Gateway firewall provides stateful (and stateless) north-south 

firewalling capabilities on the Tier-0 and Tier-1 gateways. This gateway 

firewall is provided by the NSX-T Edge transport node for both bare-metal 

and VM form factors. The service router (SR) component provides these 

gateway firewall services.

The Tier-0 gateway firewall supports stateful firewall filtering only with 

active-standby high availability mode. The active-active mode supports 

only stateless firewall rules.

Figure 1-62. The DFW architecture in the ESXi hypervisor
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The firewall policy is enforced on the uplink interfaces of the gateways.

This gateway firewall is independent of the distributed firewall rules 

and can be used together with the distributed firewall.

The Tier-0 gateway service router (SR) component exists on the NSX 

Edge transport node to enforce the firewall policy before the traffic leaves 

or enters the NSX-T virtual world. The distributed firewall will perform 

firewalling for east-west network traffic.

You can configure and perform management on the gateway firewall 

by using the NSX-T user interface or the REST API framework provided by 

the NSX-T Manager.

The gateway firewall data path uses the Data Plane Development Kit 

(DPDK) framework, which is supported on the NSX Edge transport node to 

provide better throughput.

When you configure the gateway firewall, you will see that it’s similar 

to the configuration of the distributed firewall policy. This configuration is 

defined as a set of individual rules in a policy. Just like with the distributed 

firewall, the gateway firewall rules can use logical objects like tagging and 

groups to build security policies.

Figure 1-63 shows that the Tier-0 gateway and the Tier-1 gateways both 

have the gateway firewall enabled.

Traffic that is flowing between the 172.16.10.0/24 network toward 

172.16.40.0/24 will traverse two Tier-1 gateway firewalls.

Traffic that is flowing between the 172.16.10.0/24 network toward the 

physical network will traverse one Tier-1 gateway firewall and one Tier-0 

gateway firewall.

Traffic that is flowing between the 172.16.10.0/24 network toward 

172.16.20.0/24 will traverse only the distributed firewall and no gateway 

firewall.
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 Predefined NSX-T Gateway Firewall Categories
Just like with the distributed firewall, the gateway firewall also includes 

several predefined categories for rules, as described in Table 1-13.

Figure 1-63. Tier-0 and Tier-1 gateway firewalls
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The categories are evaluated from left to right.

 NSX-T Gateway Firewall Policy
Just like with a distributed firewall gateway policy, a gateway firewall policy 

also includes one or more individual firewall rules. These rules are now 

applied to north-south traffic.

The gateway security policies can be applied to Tier-0 and Tier-1 

gateways and their uplink interfaces.

Figure 1-64. Gateway firewall policy categories

Table 1-13. Gateway Firewall Rule Categories

Rule Description

emergency this category is used for quarantine and can also be used 

for allow rules.

System this category is about hosting automatically generated by 

the NSX-t data center and specific to internal control plane 

traffic, such as BFd rules, VpN rules, etc.

pre rules the pre-rules are globally applied across all NSX-t 

gateways.

local Gateway these rules are applied to a particular (specific) NSX-t 

gateway.

auto Service rules the rules are auto-plumbed rules that are applied to the 

data plane.

default these are the rules that define the default gateway firewall 

behavior.
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You can configure a gateway firewall through the NSX-T UI by choosing 

Security ➤ North South Security ➤ Gateway Firewall ➤ Gateway Specific 

Rules.

Before you start configuring the firewall rules, make sure you select the 

correct gateway.

 NSX-T Gateway Firewall Policy Setting 
Configuration
Just like with the distributed firewall rules (explained in the previous 

sections), you can also set a time window so that the policy is only 

applicable during a specified period, and you can configure the advanced 

firewall policy settings. See Figure 1-66.

Figure 1-65. Gateway specific rules

Figure 1-66. Gateway policy settings
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 NSX-T Gateway Firewall Rule Configuration
Configuring a gateway firewall policy and rule is similar to configuring a 

distributed firewall rule.

You create a policy, then click the three dots and select Add Rule, as 

shown in Figure 1-67.

Once you’ve created a rule, you can specify a source and destination. 

This can be one or multiple groups. You also specify a service, where you 

add a protocol and the desired action that allows, drops, or rejects the 

packet based on the specified criteria. See Figures 1-68 and 1-69.

Figure 1-67. Adding a new gateway firewall rule

Figure 1-68. Specify the new gateway firewall rule parameters

Figure 1-69. Gateway firewall rule action
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 NSX-T Gateway Firewall Rule Setting 
Configuration
When you configure a specific rule, you can specify the logging, direction, 

IP protocol, and log label settings for the gateway firewall rule. Make sure 

that the firewall rule is published before it takes effect. See Figure 1-70.

 NSX-T Gateway Firewall Architecture
Let’s work through a step-by-step high-level overview of how the gateway 

firewall works:

 1. You configure a gateway firewall policy using the 

NSX user interface.

 2. The gateway policy is processed by the policy role.

 3. The gateway policy is then pushed to the NSX-T 

Manager, which validates the firewall policy and 

forwards it to the Central Control Plane (CCP).

 4. The CCP distributes the firewall configuration 

through the Appliance Proxy Hub (APH) to the 

relevant Edge transport nodes.

Figure 1-70. Firewall rule setting
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 5. The NSX-proxy receives the firewall configuration 

from the CCP and configures the edge data path 

with an RPC call using port TCP/1235.

 6. The Stats Exporter collects flow records from the 

data path and generates the rule statistics.

 7. NSX-proxy reports the firewall rules statistics and 

status to the NSX-T management plane with an RPC 

call using port TCP/1234 (Figure 1-71).

 Summary
This chapter started with the traditional challenges faced by data center 

network security, and you learned how NSX-T micro-segmentation can 

help you with these challenges by using the zero trust security model for 

configuring the NSX-T distributed firewall (DFW).

Figure 1-71. NSX-T gateway firewall architecture
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You then learned about the capabilities of the gateway firewalls feature 

that you can configure on Tier-0 and Tier-1 gateways in order to secure 

north-south incoming and outgoing traffic.

The next chapter explains the advanced security features that NSX-T 

has to offer, including IDS/IPS and URL analysis.
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CHAPTER 2

NSX-T Advanced 
Security
This chapter explains what distributed IDS and URL analysis are and 

discusses their use cases. It also explains how NSX-T implements 

distributed IDS and URL analysis and defines the terminology that you 

need to know in order to configure them.

 Distributed Intrusion Detection
NSX-T uses network introspection to identify malicious intrusion attempts 

with distributed intrusion detection.

Network introspection is a method that NSX-T uses to send network 

traffic to another system, either internally or using a third party, to perform 

an action on the packets. In this case, the action is intrusion detection.

Distributed intrusion detection detects Layer-4 attacks and protects 

East-West traffic between virtual machines. In order to identify whether 

traffic is malicious, distributed intrusion detection uses external 

signatures.

Intrusion detection is distributed across different ESXi nodes (host 

transport nodes).
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 Distributed Intrusion Detection Use Case
NSX-T 3.0.x only detects and identifies security vulnerabilities. After 

the detection, the (security) administrator must manually initiate the 

quarantine process in order to increase the security level.

 Distributed Intrusion Detection 
Requirements
Before you can use distributed intrusion detection, the distributed intrusion 

detection components (or VIB 1modules) need to be installed on each ESXi 

host (transport node). Distributed intrusion detection should be enabled on 

standalone hosts and on vSphere clusters. What is also important to know is 

that the NSX-T Manager nodes need to have access to the Internet in order 

to download the latest intrusion detection signatures. (When you require a 

proxy for Internet access settings, this can be provided.)

 IDS Signatures
The IDS signatures that are downloaded contain data to identify whether 

your operating systems that your virtual machines are running have any 

vulnerabilities. IDS signatures are matched against traffic headers using 

regular expressions. Currently, NSX-T downloads these signatures from a 

third-party security repository called Trustwave on a daily basis. Trustwave 

updates its signatures approximately every two weeks.

IDS signatures are classified in Critical, High, Medium, and Low based 

on their Common Vulnerability Scoring System (CVSS) score. You can also 

upload your own signatures.

1 The nsx-idps vSphere Installation Bundle (VIB) provides the intrusion detection 
system (IDS) features.
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 IDS Profiles
An IDS profile needs to be configured in order to determine what IDS 

signatures are included or excluded from detecting vulnerabilities. The 

default IDS profile is configured to include all signatures marked as critical 

(Figure 2-1).

 IDS Policy and Rules
Just like with the distributed firewall policy, the distributed IDS policy is a 

collection of rules, but in this case they are IDS rules.

You need to specify a source, destination, services, IDS profile, and 

an action to specify where you want to perform intrusion detection. The 

process, look, and feel works similarly to a distributed firewall (Figure 2-2).

Figure 2-1. Default IDS profile

Figure 2-2. Sample IDS profile policy and rule
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 Distributed Intrusion Detection Architecture
The distributed intrusion detection architecture flow is described like so:

 1. The NSX-T Manager downloads the IDS signatures 

from Trustwave on a daily basis.

 2. You configure the IDS profiles and rules based on 

your requirements.

 3. The NSX-T policy component stores the IDS 

configuration and passes it to the NSX-T Manager 

component.

 4. The NSX-T Manager passes the information to the 

Central Control Plane (CCP).

 5. The CCP pushes the IDS configuration to the ESXi 

hosts, through the Appliance Proxy Hub (APH).

 6. The ESXi hosts store the signature information in 

NestDB and configure the data path.

 7. The ESXi host collects the traffic data and sends 

events to the NSX-T Manager.

 8. The NSX-T Manager parses and displays these 

events in the UI so you can manually take action if 

necessary (Figure 2-3).
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 Distributed Intrusion Detection 
Configuration
Distributed IDS can be configured on standalone hosts and vSphere 

clusters. This can be done by navigating to Security ➤ East West Security 

➤ Distributed IDS ➤ Settings.

You can also verify when the IDS signatures were last downloaded and 

determine the version of the signatures (Figures 2-4 and 2-5).

Figure 2-3. Distributed IDS architecture

Figure 2-4. IDS signatures before the update
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 IDS Profile Configuration
A custom IDS profile can be created by navigating to Security ➤ East West 

Security ➤ Distributed IDS ➤ Profiles.

In this wizard, you configure the IDS signatures that you want to 

include or exclude for detection based on their severity (Figure 2-6).

 IDS Rules Configuration
IDS rules can be created by navigating to Security ➤ East West Security➤ 

Distributed IDS ➤ Rules (Figure 2-7).

Figure 2-6. IDS profiles

Figure 2-5. IDS signatures after the update
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 IDS Event Monitoring
IDS events can be monitored by navigating to Security ➤ East West 

Security ➤ Distributed IDS ➤ Events (Figure 2-8).

The IDS Events tab displays all intrusion detection attempts identified 

in the system. The severity meanings are explained in Table 2-1.

Figure 2-7. IDS rules

Figure 2-8. IDS events
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You can filter events based on their severity and you can also use 

freeform text to further filter events.

IDS events are graphically represented using a histogram. You can 

specify the period that you are interested in by adjusting the blue vertical 

lines.

Each IDS event type is represented by a dot in the histogram. The size 

of the dot is proportional to the number of occurrences of that event.

Additional information about each type of event is displayed in a 

tabular format.

Each occurrence can be expanded to retrieve details about the 

intrusion attempt, including the attacker, victim, protocol, attack type, and 

so on.

In this wiki article, I explain how to configure distributed IDS in a more 

detailed way: https://nsx.ninja/index.php/NSX-T_IDS_end-to-end_

testing.

 URL Analysis
URL analysis analyzes the North-South traffic, whereby the traffic to 

external websites is monitored. Websites on the Internet are classified into 

categories and get a reputation score based on their domain names.

Table 2-1. Severity Meanings

Color Meaning

red Critical severity signature events

Orange high severity signature events

yellow Medium severity signature events

Gray Low severity signature events
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 URL Analysis Use Case
URL analysis can be used to get insight into which URLs are accessed in 

your organization; you can learn more about the reputation of these URLs 

as well. Based on this information, you can take measures.

 URL Analysis Requirements
Before you can use URL analysis, you must perform the following actions:

• The feature must be enabled at the NSX-T Edge cluster 

level.

• Your edge transport nodes must have access to the 

Internet to download the category and reputation data 

that you validate your URLs against.

In order to capture DNS traffic, you also need to enable the Layer-7 

gateway firewall on the Tier-1 gateway’s uplink interface.

 URL Categories
A URL category defines the classification of the URLs. Currently, there 

are more than 80 predefined categories. A site or domain can belong to 

multiple categories. For example, www.vmware.com belongs to the Business 

and Economy category and the Computer and Internet Info category.  

A domain can belong to a maximum of five categories.

 Reputation Score and Severity
The reputation score is a measure of the trustworthiness of a URL; it ranges 

from 1 to 100.
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Based on their reputation scores, URLs are classified into the severities, 

as listed in Table 2-2.

 URL Analysis Use Case
URL analysis can provide insight into which URLs are accessed inside your 

organization.

NSX-T will assign a risk score and category so that you can easily 

identify if the websites accessed by your organization form a threat. Based 

on the visibility provided by NSX-T, you can also use URL analysis to take 

proper actions if required.

Table 2-2. Severity Scoring

Severity Numbers Description

high risk 1 through 20 Sites with a high probability of containing 

malicious links or payloads.

Suspicious 21 through 40 Sites with a higher than average probability of 

containing malicious links or payloads.

Moderate risk 41 through 60 Benign sites that exhibit some characteristics 

that suggest security risks.

Low risk 61 through 80 Benign sites that rarely exhibit characteristics 

that expose the user to security risks.

trustworthy 81 through 100 Well-known sites with strong security 

practices.

unknown an unknown reputation score is reported in 

the NSX ui when the NSX edge node cannot 

retrieve the reputation score for a given 

domain in a timely manner.
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 Webroot as the Cloud Service
NSX-T URL analysis uses Webroot as its source to retrieve metadata on 

websites.

Webroot is a U.S.-based company that classifies and scores over 95% 

of the Internet to generate an URL database. Webroot uses a combination 

of global threat sensors, machine learning algorithms, and human 

classification. To keep this database updated, Webroot updates the latest 

knowledge of URL classifications and risk scores for integration on a 

continuous basis (Figure 2-9).

VMware maintains a cloud service that obtains the reputation and 

category data from Webroot and caches it for use in the NSX environment.

 URL Analysis Architecture
URL analysis works as follows:

 1. The cloud service retrieves the reputation and 

category data from Webroot and caches it.

Figure 2-9. Webroot and cloud service
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 2. The NSX-T Manager obtains the SSL keys from the cloud 

service and sends the keys to the NSX Edge transport 

nodes through the Central Control Plane (CCP). Any 

other configuration changes are also pushed to the NSX 

Edge transport nodes through the CCP.

 3. The NSX Edge transport nodes connect to the 

(VMware-managed) cloud service using an SSL 

connection to download the URL category and 

reputation data locally (every five minutes).

 4. The NSX Edge transport nodes then collect all the 

traffic data for the URLs and send it to NSX-T Manager 

(every five minutes). The NSX-T Manager then 

graphically displays the information (Figure 2-10).

Figure 2-10. URL analysis architecture
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 URL Analysis Configuration
To configure URL analysis, you need to enable it, create a context profile, 

and create a Layer-7 gateway firewall rule.

To enable it, you need to navigate to Security ➤ URL Analysis ➤ 

Settings.

You enable URL analysis at the NSX Edge cluster level. When enabled, 

you can check the connection status to the cloud service for each NSX 

Edge node. You can also verify the version of the URL data retrieved from 

the cloud service/Webroot (Figure 2-11).

 URL Analysis Context Profiles
After you enable URL analysis, you can click Set in the Profiles column to 

configure/create a new context profile.

You can create a context profile in which you select specific URL 

categories that you want to analyze. In the following example, I selected 

all available categories. An NSX Edge cluster can have multiple profiles 

attached.

To set a context profile for URL analysis, follow these steps:

 1. Click the Set link on the URL Analysis Settings tab.

 2. Add a new context profile and enter a name.

 3. Configure the attributes for the context profile.

Figure 2-11. Enable URL analysis
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 4. The only attribute type available during the  

URL analysis configuration is URL Category 

(Figure 2-12).

 Layer-7 Rule for DNS Traffic
The URL analysis feature relies on the configuration of the Layer-7 gateway 

firewall rule to capture the DNS traffic that passes the NSX-T Edge cluster.

This Layer-7 gateway firewall rule must be configured on a Tier-1 

gateway that is backed by the NSX Edge transport node cluster for which 

you want to analyze traffic.

The DNS traffic is analyzed and will extract the hostname and IP 

information from the DNS packets. This information is then used to 

categorize and score the traffic based on the hostname and IP information.

The services in the gateway Layer-7 rule are set to DNS-UDP and DNS 

to capture DNS traffic over both TCP and UDP. In addition, the context 

profile for this rule is set to DNS (Figure 2-13).

Figure 2-12. Add URL categories to an attribute and context profile
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 URL Analysis Dashboard
The URL analysis dashboard (Figure 2-14) shows a summary of all the 

analyzed URLs classified by reputation score and category. URL categories 

are also displayed in different colors (Table 2-3).

Table 2-3. Tier-1 Gateway 

DNS Firewall Rules

Color URL Category

red high risk urLs

Orange Suspicious urLs

yellow Moderate urLs

Gray Low risk urLs

Green trustworthy urLs

Figure 2-13. Tier-1 gateway DNS firewall rule
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The left side of the dashboard shows a diagram of the URL distribution.

At the bottom of the page are additional details about each URL, 

including the reputation score, URL, URL category, and the session count.

In this wiki article, I explain how to configure distributed IDS in a more 

detailed way: https://nsx.ninja/index.php/Configure_NSX-T_URL_

Analysis.

 Summary
This chapter explained the architecture of distributed IDS and URL 

analysis. You learned about the use cases, the terminology, and how to 

configure distributed IDS and URL analysis.

The next chapter explains the differences between the types of service 

that insertion NSX-T supports in relation to North-South and East-West 

network traffic.

Figure 2-14. URL analysis dashboard
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CHAPTER 3

NSX-T Service 
Insertion
When you need additional security features that NSX-T does not support 

out-of-the-box, you can use NSX-T service insertion to redirect network 

traffic using network introspection to a third-party vendor, or you can use 

agentless antivirus scanning via endpoint protection.

This chapter covers the differences between the types of service 

insertion and explains how the north-south and east-west network 

sections work. You also learn how endpoint protection works and what the 

typical use cases are for it.

 Service Insertion
NSX-T supports network introspection and endpoint protection.

Endpoint protection examines the inside of the guest virtual machines, 

whereas network introspection examines the outside of the guest virtual 

machines.

Endpoint protection and network introspection provide internal 

(endpoint) and external (network) inspection on the activities that are 

performed by virtual machines. Information about these activities is 

used by features/services provided by VMware or by third parties like 

SpoofGuard, identity-aware functions, antivirus solutions, or intrusion 

detection and protection systems.
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Partner services typically provide advanced security features, such as 

IDS, IPS, L4-L7 firewall, and URL filtering.

 Endpoint Protection Use Cases
Endpoint protection handles security on the virtual workload. It enables 

use cases like agentless antivirus/antimalware, where the agent does not 

need to be installed on each workload. NSX-T can intercept file events 

and pass them to a partner virtual appliance that will perform the virus 

scanning. With endpoint protection, you do not need another agent, and 

this prevents the processing overhead associated with scanning operations 

at every workload.

 Network Introspection
Network introspection handles data that travels across the network. You 

can configure redirection rules, which specify which traffic should be 

inspected by the partner services with features like IDS, IPS, and next- 

generation firewall.

NSX-T supports north-south and east-west service insertions for 

network introspection.

Network introspection enables third-party services to examine 

north-south or east-west traffic passing through a gateway and to take 

appropriate action.

Service insertion for network introspection can be applied at Tier-0 

and Tier-1 gateways to check north-south and east-west traffic.

Using the provided framework and APIs, third-party technology 

partners can integrate their network and security features/solutions into 

NSX-T.
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 North-South Network Introspection
The north-south partner security service is inserted at the data center 

perimeter between tenant boundaries or between containers.

The insertion points are the uplinks of the Tier-0 or Tier-1 gateway.

The L2 north-south insertion mode (also known as the bump in the wire 

mode) of the partner service is supported. A partner service virtual machine 

(SVM) is deployed close to the NSX Edge node to process the redirected traffic.

A service virtual machine (SVM) is a virtual appliance provided by 

the partner service and is connected over the service plane to receive 

redirected traffic. Policy-based routing redirection is used for north-south 

traffic. See Figure 3-1.

 East-West Network Introspection
Partner service virtual machines (SVMs) for east-west network introspection 

can be deployed either on host transport nodes or in a service cluster.

Figure 3-1. North-south partner security
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Common use cases are for VM-integrated next-generation firewalls 

and micro-segmentation.

Insertion points are at each guest virtual machine’s virtual network 

card (vNIC).

For SVMs that are deployed on the host transport node, an SVM does 

not need to be installed on every host.

You may prefer to deploy the partner SVM on each host to achieve the 

least amount of traffic hair-pinning.

When the partner SVM is deployed in a service cluster, traffic is sent 

from the compute hosts across the overlay to the hosts in the service 

cluster.

With east-west service insertion, the insertion points are at each guest 

virtual machine’s virtual network card (vNIC), so traffic is intercepted at 

the vNIC of each guest VM. See Figures 3-2 and 3-3.

Figure 3-2. East-west partner security on hosts
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 Network Introspection Configuration
The configuration steps for north-south or east-west network introspection 

are similar, as outlined in Table 3-1.

Figure 3-3. East-west partner security on service cluster

Table 3-1. Network Introspection Configuration Steps

Step Description Detailed Description

1 Service 

registration

this makes the service available to the catalog.

•  the partner uses the NSX-t api to register its services 

to NSXt.

2 Service 

deployment

this deploys an instance of the registered service.

•  east-west: Specify the number of service vMs you want 

to deploy and the service plane they will connect to.

•  North-south: Select the gateway and host to deploy the 

service vMs on.

•  Deploy the service vMs using an ova and vCenter 

server.

(continued)
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 Service Registration
A service registration is made by a partner when it makes an API call 

using the partner management console or CLI. This registration can be 

automated. To register, you need some parameters including the location 

of the OVF (URL).

When the service registration is successful, you can see this by 

navigating to the catalog of the service deployments. Choose System ➤ 

Configuration ➤ Service Deployments ➤ Catalog, as shown in Figure 3-4.

Figure 3-4. Service registration catalog

Step Description Detailed Description

2 Service 

consumption

Use services specified in the service chain and redirect 

traffic.

•  Create a service profile.

•  Create a service chain that uses service profiles for 

different services.

•  Create a redirection policy with steering rules.

Table 3-1. (continued)
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 Service Deployment
After a service is registered and appears in the catalog, you deploy an 

instance of the service so that it can start processing network traffic. Each 

partner releases its own partner service OVF for NSX-T integration.

When you deploy a partner service, you need to specify values for 

several settings, including the service deployment name, attachment 

points, compute manager, cluster, datastore, and networks.

The deployment process might take some time, depending on the 

vendor’s implementation. The deployment and operational status is 

monitored so you can keep track of this in the NSX UI. When this is 

finished and successful, the status will appear as Success.

For north-south service deployments, the following factors must be 

considered:

• The service instance must be deployed on an ESXi host 

transport node because logical switching is needed to 

bridge traffic to the interface where the partner service 

is attached. This ESXi host must also be managed by 

vCenter server (i.e., the registered compute manager).

• The partner service instance is deployed on the same 

host as the edge node to avoid hairpinning situations.

• Each SVM can be applied to only one gateway.

For east-west service deployments, the following factors must be 

considered:

• From the Service Segments drop-down menu, select 

or create a service segment. A service segment is 

associated with a transport zone and is used for the 

service plane. Guest VMs connected to the service 

segment are provided east-west network traffic 

protection.
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• From the Deployment Type drop-down menu, select 

one of the following deployment options:

• Clustered: Deploys the service on a host or hosts 

belonging to a cluster that is dedicated to host 

service VMs. You need to specify the number of 

SVMs required.

• Host-Based: Deploys the service on all the hosts 

within a cluster.

 Service Consumption
The service consumption consists of the following steps:

• Create a service profile.

• Create a service chain that uses service profiles for 

different services.

• Create a redirection policy with steering rules.

Figure 3-5. Service deployment
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 Service Profile Creation
This is a specific instantiation of a vendor template. If a vendor template 

defines an IPSec tunneling operation, a service profile specifies details 

about the IPSec tunnel endpoints, algorithms, etc.

Administrators or third-party vendors can create service profiles. 

Choose Security ➤ Settings ➤ Network Introspection Settings ➤ Service 

Profiles ➤ Add Service Profile, as shown in Figure 3-6.

 Service Chain Creation
This is a sequence of service profiles defined by you. A service chain 

defines the logical sequence of operations to be applied to network traffic.

One method is to process the firewall-related actions first, then 

monitor, and then IPSec VPN.

Service chains can specify different sequences of service profiles for 

egress or ingress traffic directions. Choose Security ➤ Settings ➤ Network 

Introspection Settings ➤ Service Chains ➤ Add Chain, as shown in 

Figure 3-7.

Figure 3-6. Service profiles
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 Redirection Policy Configuration
This is a construct that specifies the traffic matching patterns (based on 

NSX-T security groups) and a service chain.

All traffic matching the pattern is redirected to the service chain. The 

redirection policies can be created for north-south and east-west traffic 

flows.

Figure 3-8 shows an example of the east-west redirection policy. 

Choose Security ➤ East West Security ➤ Network Introspection (E-W) ➤ 

Add Policy.

Figure 3-7. Service chain
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 Endpoint Protection Overview
Endpoint protection gives you visibility into guest virtual machine events 

by analyzing the operating system and file data.

 Endpoint Protection Use Cases
The guest introspection capabilities that NSX-T supports include the 

integration and offloading to third-party services of file data and policy- 

based agentless antivirus and antimalware protection for Windows and 

Linux workloads running on vSphere.

 Endpoint Protection Process
The endpoint protection process has the following steps:

 1. With host preparation, the VIB modules responsible 

for endpoint protection are installed on the 

hypervisor hosts in a vSphere cluster.

Figure 3-8. Redirection policy
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 2. The integrated service is then deployed as a virtual 

appliance running partner services, also known as a 

service virtual machine (SVM).

 3. The administrator configures/determines endpoint 

protection policies for the VMs.

 4. The integrated service uses the endpoint protection 

API library to introspect and protect guest VMs from 

malware.

Because the endpoint protection enables SVMs to read and write 

specific files on the guest VMs, it provides an efficient way to optimize 

memory use and avoid resource bottlenecks.

 New VMs: Automated Policy Enforcement
Endpoint protection policies are automatically applied and enforced when 

a new virtual machine is added. Automatic policy enforcement is enforced 

with the following steps:

 1. A new ESXi host transport node is added to the 

vSphere cluster.

 2. NSX-T (automatically) deploys the endpoint 

protection framework and SVMs.

 3. A new guest VM is started on the host transport 

node and the security policies are applied.

 4. The security policies will follow the VM when the 

VM migrates to another host transport node using 

vSphere vMotion.

The thin agent is installed as part of the full installation of VMware 

Tools. The default installation of VMware Tools does not include the thin 

agent. See Figure 3-9.
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 Virus and Malware: Automated Quarantine 
with Security Tags
You can use endpoint protection policies with tags to automatically 

place virtual machines into quarantine when they are compromised. See 

Figure 3-10.

Figure 3-9. Automated policy enforcement on new VMs

Figure 3-10. Automated quarantine using security tags
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Here’s how this works:

 1. The three guest virtual machines operate as they 

normally would.

 2. The antivirus SVM monitors activities on the guest 

virtual machines that are all in the STANDARD 

GROUP.

 3. Malicious activities are detected and the infected 

virtual machines are assigned a tag. With the 

“quarantine” tag assignment, the infected virtual 

machines are now part of a security group called 

QUARANTINE GROUP. That group has a security 

policy bound to it in the form or a distributed 

firewall rule so that these infected virtual machines 

are not allowed to perform any form of network 

communication.

 4. The antivirus SVM monitors activities on the guest 

virtual machines that are in the QUARANTINE 

GROUP.

 5. When the virus has been removed, the “quarantine” 

tags are removed and the previously infected virtual 

machines are placed back into the STANDARD 

GROUP to operate normally again.

These steps happen automatically; no manual intervention is required.

 Service Profile Creation for Endpoint 
Protection
You need to create a service profile for endpoint protection to define the 

level of protection you want to enforce for your virtual machines.
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Service profiles enable you to choose protection levels for virtual 

machines by specifying the templates provided by the vendor.

A vendor can provide different levels of policies (red, orange, or green), 

which can be used to serve different types of virtual machines.

A red service profile provides complete antimalware to a PCI-type 

workload, and an orange service profile only provides basic antimalware 

protection to a regular virtual machine. See Figure 3-11.

<Add Screenshot>

 Endpoint Protection Rules Configuration
When you create the service profile, you can specify an endpoint 

protection rule and apply it to a specific virtual machine or a group of 

virtual machines.

<Add Screenshot>

 Guest Introspection Architecture
The guest introspection architecture is explained in this section. See 

Figure 3-12 and Table 3-2.

Figure 3-11. Service profile
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Figure 3-12. Guest introspection architecture

Table 3-2. Guest Introspection Architecture

Architecture Description

partner console this is the web application provided by the security vendor to 

work with the guest introspection platform.

NSX Manager this is the management plane appliance for NSX-t that 

exposes the api and graphical user interface to customers and 

partners for the configuration of Network and Security policies. 

For guest introspection, the NSX-t Manager also provides api 

and GUi to deploy and manage partner appliances.

Guest introspection 

SDK

this is the library that is provided by vMware so that the 

security vendor can consume this to integrate the service.

(continued)
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Architecture Description

Service vM the security vendor provides a virtual machine that consumes 

the guest introspection SDK provided by vMware. it contains 

the intelligence to scan files or process events to detect virus 

or malware on the guest virtual machine. after the scanning 

has been performed, it sends a verdict or notification about the 

action taken by the guest virtual machine on the request.

Guest introspection 

host agent (context 

multiplexer)

this agent processes the configuration of endpoint protection 

policies. it also multiplexes and forwards messages from 

protected guest virtual machines to the service vM. it reports 

the health and status of the guest introspection platform 

and maintains records of the service vM configuration in the 

muxconfig.xml file.

ops agent (context 

engine and guest 

introspection client)

this agent forwards the guest introspection configuration to the 

guest introspection host agent (context multiplexer). it also relays 

the health status of the partner solution to the NSX-t Manager.

eaM the NSX-t Manager uses the eSXi agent manager to deploy 

a partner service vM on every host on the cluster that is 

configured for protection.

thin agent this agent is the file and/or network introspection agent 

running inside the guest virtual machine. it also intercepts 

file and network activities that are forwarded to the service 

vM through the host agent. this agent is part of vMware 

tools. it replaces the traditional agent provided by antivirus 

or antimalware security vendors that are typically installed as 

applications/services manually. this thin agent is a generic and 

lightweight agent that facilitates offloading files and processes 

for scanning to the service vM provided by the vendor.

Table 3-2. (continued)
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 Summary
Now that you have finished reading this chapter, you should be able to 

identify the two different types of service insertion—network introspection 

service and endpoint protection. You also read about the difference 

between north-south and east-west service insertions. This chapter ended 

with an explanation of how endpoint protection works and some use 

cases, like automatic quarantining using tags of guest virtual machines.

The next chapter covers NSX-T network services, like Network Address 

Translation (NAT), Dynamic Host Configuration Protocol (DHCP), and 

Domain Name Services (DNS).
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CHAPTER 4

NSX-T NAT, DHCP, 
and DNS Services
This chapter discusses NSX-T network services, including Network 

Address Translation (NAT), Dynamic Host Configuration Protocol (DHCP), 

and Domain Name Services (DNS).

It explains the differences between Source NAT, Destination NAT, and 

Reflexive NAT and explains how NAT64 works.

The DHCP section describes how and when DHCP is used and how to 

configure it.

Regarding DNS, the chapter covers the DNS capabilities that NSX-T 

offers and how to configure these.

 Network Address Translation (NAT) Support
NAT can be configured on Tier-0 or Tier-1 gateways.

NSX-T supports three types of NAT options:

• Source NAT (SNAT)

• Destination NAT (DNAT)

• Reflexive NAT (stateless NAT)
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SNAT and DNAT are both supported on Tier-0 or Tier-1 gateways when 

it operates in Active/Standby HA mode.

Reflexive NAT is only supported by a Tier-0 gateway when it operates in 

Active/Active HA mode.

 Source Network Address Translation (SNAT)
Source NAT (SNAT) is used when you want to translate IP addresses that 

are configured inside your NSX-T domain to an IP address that is outside 

your NSX-T domain. A typical example of this is when you want to provide 

Internet access to internal virtual machines (that reside inside your NSX-T 

domain).

With an SNAT rule, the source IP address in the IP header of a packet 

changes. With this rule, you can also change (or translate) the source port 

in the TCP or UDP headers.

If you need to disable SNAT, you can do so using an “NO SNAT” rule.

In Figure 4-1, the WEB (172.16.10.0/24), APP (172.16.20.0/24), and DB 

(172.16.30.0/24) segments are translated with SNAT to a public IP address 

100.100.10.100. That way, the virtual machines that are connected to the 

NSX-T segments can have Internet connectivity.
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 Destination Network Address Translation (DNAT)
Destination NAT (DNAT) is used when you want to translate IP addresses 

that are configured outside your NSX-T domain to an IP address that is 

inside your NSX-T domain. A typical example of this is when you want to 

expose a web server that is configured on internal virtual machines (that 

reside inside your NSX-T domain) to the Internet so that users on the 

Internet can reach your web server.

Figure 4-1. SNAT
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With an DNAT rule, the destination IP address in the IP header of 

a packet changes. With this rule, you can also change (or translate) the 

destination port in the TCP or UDP headers.

If you need to disable DNAT, you can do this with a “NO DNAT” rule.

In Figure 4-2, the WEB server has the internal IP address of 

172.16.10.100/24. The IP address 100.100.10.100 will be translated with 

DNAT to the private IP address 172.16.10.100. That way, Internet users can 

reach the web server inside your NSX-T domain.

Figure 4-2. DNAT
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 Reflexive Network Address Translation 
(Reflexive NAT)
Reflexive NAT is configured when you have your Tier-0 gateway in Active/

Active HA mode between two edge transport nodes. When you use SNAT 

or DNAT here (both stateful NAT protocols), this could lead to unexpected 

issues due to the asymmetric traffic paths.

Reflexive NAT is also called stateless NAT. You can configure a 

translation from a single source IP address to multiple destination IP 

addresses (range). You can also configure a range of source IP addresses, 

but keep in mind that you also have to configure a range of IP addresses to 

translate to.

In Figure 4-3, the source VM (172.16.10.100) on the inside network 

sends a packet to an outside client located on the Internet. The packet 

is first routed to the Tier-0 gateway that is hosted on NSX edge transport 

node 1. This creates a reflexive NAT entry: source IP 172.16.10.100 and 

translated IP 100.100.10.1. When the return traffic arrives (with the 

destination 100.100.10.100), the same reflexive NAT entry is used to 

translate 100.100.10.100 to 172.16.10.100.

When the other route is taken, NSX edge transport node 2 creates 

a reflexive NAT entry: source IP 172.16.10.100 and translated IP 

100.100.10.200. When the return traffic arrives (with the destination 

100.100.10.200), the same reflexive NAT entry is used to translate 

100.100.10.200 to 172.16.10.100.
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 SNAT and DNAT Configuration
SNAT or DNAT rules can be configured on Tier-0 and Tier-1 gateways. You 

can do this by navigating to Networking ➤ Network Services ➤ NAT ➤ 

Select Gateway ➤ Add NAT Rule, as shown in Figure 4-4.

Figure 4-3. Reflexive NAT
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When you are configuring NAT, the parameters outlined in Table 4-1 

can be used.

Figure 4-4. NAT configuring (start)

Table 4-1. NAT Configuration Parameters

Parameter Description

Name a name for the Nat rule.

action the action of the Nat rule if there is a match.

the No SNat/DNat action disables the SNat/DNat rule and 

the original source/destination address in the ip packet is not 

translated.

Source ip the source ip address or an ip address range in CiDr format. 

When you leave this text box blank, the Nat rule applies to all 

sources outside the local subnet (any).

Destination ip the destination ip address or an ip address range in CiDr format.

translated ip the new ip address as a result of Nat.

Service Single service entry on which the Nat rule is applied.

(continued)
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Figure 4-5. NAT configuration (finish)

For SNAT, you need to specify the source IP network and the translated 

IP address in the rule and use this rule for the OUTBOUND traffic direction.

For DNAT, you need to specify the destination IP network and the 

translated IP address in the rule and use this rule for the INBOUND traffic 

direction. See Figure 4-5.

Parameter Description

Firewall Match External Address: Matches the firewall rule with the 

external address of the Nat rule.

Match Internal Address: Matches the firewall rule with the 

internal address of the Nat rule.

Bypass: Skips the firewall stage.

applied to Select objects that this Nat rule applies to.

available objects are tier-0 gateways, tier-1 gateways, 

interfaces, labels, service instance endpoints, and virtual 

endpoints.

Table 4-1. (continued)
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Figure 4-6. NO NAT configuration (finish)

 No SNAT or DNAT Rule Configuration
To disable SNAT or DNAT, you can configure a NO SNAT or NO SNAT rule 

on the Tier-0 or Tier-1 gateway.

For NO SNAT, you need to specify the source IP network in the rule and 

use this rule for the OUTBOUND traffic direction.

For NO DNAT, you need to specify the destination IP network in the 

rule and use this rule for the INBOUND traffic direction. See Figure 4-6.

 Reflexive NAT Configuration
When you want to apply NAT to a Tier-0 gateway and this gateway is 

configured in Active/Active HA mode across multiple edge transport 

nodes, the only option you can use is reflexive NAT (as stateful NATting is 

not possible in this design scenario).

The address translation is sequential, which means that the first 

address in the source range is translated to the first address in the 

translated range, and so on. Therefore, the two ranges (source and 

translated ranges) must be of equal size. See Figure 4-7.
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 NAT Packet Flow
In this scenario, the Tier-1-A (Tenant A) performs SNAT. The private IP 

address 172.16.10.100 is translated to 100.100.10.100 in order to have the 

capability to be routed outside to the physical network.

When the private IP address 172.16.10.100 needs to reach the PROD 

VM (192.168.10.100), the NO NAT rule is used and the translation is 

disabled for this specific traffic route (when SNAT is configured on the 

gateway). See Figure 4-8.

Figure 4-7. Reflexive NAT configuration
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To prod (Figure 4-9):

The virtual machine (172.16.10.100) attached to NAT-SEGMENT sends 

a packet to its default gateway on T1-GW-A, which is the traffic with the 

source 172.16.10.100 and destination of the PROD VM (192.168.10.100).

The packet’s destination (from the source 172.16.10.100) is the virtual 

machine (192.168.10.100), which is attached to PROD-SEGMENT.

 1. The distributed router (DR) of T1-GW-A handles the 

packet.

 2. The T1-GW-A DR makes the decision that this 

packet requires address translation, and this “NAT 

service” is provided by the service router (SR) of 

Figure 4-8. NAT packet flow
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the Tier-1 gateway on the edge transport node. 

T1-GW-A DR sends the packet to the local TEP 

interface.

 3. The packet is then encapsulated with the Geneve 

header and is sent across the overlay tunnel. It 

arrives at the edge transport node (TEP interface).

 4. The receiving TEP interface decapsulates the packet 

and sends the original packet to the SR of T1-GW-A 

for (NAT) processing. NAT (provided by the SR) 

translates the source address (172.16.10.100) to 

100.100.10.100.

 5. The packet with the translated IP (100.100.10.100) 

is sent to the DR of the T0-GW gateway for routing 

(edge transport node).

 6. Based on its routing table (and destination), T0-

GW routes the packet to the DR of T1-GW-B (edge 

transport node).

 7. The T1-GW-B DR determines that the packet is 

destined for a remote VM and sends the packet to 

the local TEP interface (edge transport node).

 8. (Edge) Transport Node B encapsulates the packet 

and sends it across the overlay tunnel (edge 

transport node).

 9. The destination segment, PROD-SEGMENT, is 

attached to T1-GW-B on (host) transport node 

A. The DR of T1-GW-B routes the packet to the 

segment based on its routing table.

 10. The packet arrives at the destination virtual 

machine (192.168.10.100).
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To the Internet (Figure 4-10):

The virtual machine (172.16.10.100) attached to NAT-SEGMENT sends 

a packet to its default gateway on T1-GW-A.

The traffic with the source 172.16.10.100 and destination the Internet 

follows this flow:

 1. The packet’s destination (from the source 

172.16.10.100) is the Internet.

 2. The distributed router (DR) of T1-GW-A handles the 

packet.

 3. The T1-GW-A DR makes the decision that this packet 

requires no address translation, and this “NO NAT 

service” is provided by the service router (SR) of the 

Tier-1 gateway on another (remote) host. The T1-

GW-A DR sends the packet to the local TEP interface.

Figure 4-9. NAT packet flow in the production environment
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 4. The packet is then encapsulated with the Geneve 

header and is sent across the overlay tunnel. It 

arrives at the remote host (TEP interface).

 5. The receiving TEP interface decapsulates the 

packet and sends the original packet to the SR of 

T1-GW-A for (SNAT) processing. SNAT (provided by 

the SR) prevents translation of the source address 

(172.16.10.100).

 6. The packet is sent to the DR of the T0-GW gateway 

for routing.

 7. Based on its routing table (and destination), the 

SR of the T0-GW routes the packet to the physical 

router.

 8. The packet destined for the Internet is routed to the 

physical network.
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 NAT64
The NAT64 feature enables IPv6 to IPv4 connectivity. NAT64 is based 

on the RFC 6146 and RFC 6145 Internet Engineering Task Force (IETF) 

standards.

NAT64 allows an IPv6-only client to initiate communications to an 

IPv4-only server. IPv6 must initiate the traffic. See Figure 4-11.

NAT64 translates IPv6 packets to IPv4 packets and forwards them to 

the IPv4 network.

This functionality is designed so that you don’t need to make changes 

to the IPv6 or IPv4 nodes.

At the time of this writing, NAT64 is only supported on Tier-0 gateways. 

NAT64 is a stateful service and requires the Tier-0 gateway to be deployed 

in Active/Standby HA mode.

Figure 4-10. NAT packet flow to the Internet
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Figure 4-11. NAT64
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 NAT64 Use Cases
NAT64 is useful when you have to merge two different networks of two 

different companies, due to a merger for example. Another use case is 

if your (new) IPv6 servers need to access (legacy) IPv4 network servers 

(services).

 NAT64 Requirements
Before you configure NAT64 on the Tier-0 gateway, you must meet the 

following requirements (Figure 4-12).

• The Tier-0 gateway must be configured with at least two 

interfaces:

• One uplink interface that resides in the IPv6 

network

• One downlink interface that resides in the IPv4 

network

• An IPv4 IP address pool that can consist of one single 

IPv4 address of multiple IPv4 addresses (that is 

required to translate the IPv6 source IP addresses).
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 NAT64 Limitations
At the time of this writing, NSX-T has the following limitations in regards to 

the NAT64 feature:

• Only TCP and UDP are supported. Other protocol-type 

packets are discarded (including ICMP).

• Path MTU Discovery (PMTUD) is not supported.

• Broadcast or multicast packets are not supported.

• NAT64 rules can be applied only to interfaces or tags. 

Applying rules to groups is not supported.

Figure 4-12. NAT64 interface names
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 NAT64 Tables
NAT64 maintains two tables to translate IPv6 packets to IPv4 packets:

• A Binding Information Base (BIB) table, which 

maintains the IPv6 to IPv4 mappings. See Figure 4-13.

• A Session table, which maintains the currently 

established TCP/UDP sessions. See Figure 4-14.

 NAT64 Packet Flow
The following steps explain the NAT64 packet flow process (Figure 4-15):

 1. The IPv6 client sends traffic to the IPv4 virtual 

machine.

 2. For the incoming packet from the IPv6 network 

(2000::2, 2004::172.16.10.100), the Tier-0 gateway 

constructs the IPv4 packet based on the NAT64 

rule. It derives the IPv4 destination address 

(172.16.10.100) from the IPv6 packet version 4 

portion of its destination IP (2004::172.16.10.100) 

and assigns the source address from the IPv4 

address pool (2.4.6.100).

Figure 4-14. Session table

Figure 4-13. BIB table
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 3. The IPv4 SRC port is either the same as the IPv6 SRC 

Port or a free port. In the example, the IPv6 SRC port 

is TCP/1000 and the IPv4 SRC port is TCP/50000.

 4. The IPv4 DST port is the same as the IPv6 DST port: 

port TCP/22 in Figure 4-15.

 5. NAT64 copies the remaining fields from IPv6 to 

IPv4, such as TTL, TOS, and payload.

 6. After the IPv4 packet (2.6.4.100, 172.16.10.100) is 

constructed, it is delivered to the IPv4 pipeline, 

which forwards the packet based on its IPv4 

destination address.
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Figure 4-15. NAT64 packet flow

Chapter 4  NSX-t Nat, DhCp, aND DNS ServiCeS

WOW! eBook 
www.wowebook.org



108

 NAT64 Rule Configuration
NAT64 rules can be configured on the Tier-0 gateway. You can do this by 

navigating to Networking ➤ Network Services ➤ Select Gateway ➤ Select 

View: NAT64 ➤ Add NAT Rule.

When you are configuring NAT64, the following parameters outlined in 

Table 4-2 can be used.

You can optionally specify the matching service and translated port 

too.

 DHCP Services
Dynamic Host Configuration Protocol (DHCP) allows network clients to 

obtain network configuration settings—including the IP address, subnet 

mask, default gateway, DNS servers, and much more—automatically from 

Table 4-2. NAT64 Configuration Parameters

Parameter Description

Name a name for the Nat64 rule.

action the only supported action is Nat64, which translates ipv6 addresses to 

ipv4.

Source an optional field. ipv6 or ipv6 address range in CiDr format.

Destination a required field. ipv6 or ipv6 address range in CiDr format. the prefix 

must be /96 because the destination ipv4 ip is embedded as the last 

four bytes in the ipv6 address.

translated this address is the ipv4 address or address pool for the source ipv6 

address.

applied to Nat64 rules can only be applied to uplink interfaces or tags.
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a DHCP server. The DHCP process (or service) that runs on a server is 

typically called a DHCP server.

A DHCP server is either placed on a specific network segment so that it 

can cater to the network clients of that same segment, or you can create a 

DHCP relay on a router/gateway so that the DHCP requests are related to a 

DHCP server that is residing on a different network.

Never associate a DHCP server and DHCP relay service to the same 

segment, as this will introduce conflicts.

 DHCP Architecture
A DHCP server configuration can either be applied to a Tier-1 or Tier-0 

gateway or to a specific segment.

Using NSX-T, the DHCP services are configured on Tier-1 or Tier-0 

gateways with the following rules:

• A gateway always has a distributed router component 

(DR).

• A gateway has one or more service router components 

(SR) when it is a Tier-0 gateway or when it is a Tier-1 

gateway with routing services enabled, such as NAT or 

DHCP for example.

• An NSX edge cluster must be created to configure 

DHCP on a Tier-1 or Tier-0 gateway.

• A DHCP server and DHCP relay server can be 

configured on Tier-1 or Tier-0 gateway. See Figure 4-16.
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 DHCP Use Cases
The DHCP service can run as a server on an NSX-T Edge node. Typical use 

cases for DHCP (briefly discussed in the previous chapter) are as follows:

• Automate IP address assignment to network clients, 

including IP address, subnet mask, default gateway IP 

address, DNS IP address, and much more (optional) 

network parameters that you require.

• A “logical” DHCP server can be configured for a 

specific segment and pool.

Figure 4-16. DHCP server location
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• When you have a virtual machine with a virtual 

Network Interface Card (vNIC) that is running a 

DHCP client, this client acquires network parameters 

dynamically and configures this on the vNIC.

• You can create a DHCP cluster with multiple edge 

transport nodes. The (logical) configured DHCP servers 

are then highly available following the edge cluster 

guidelines.

 DHCP Workflow
To create a DHCP server, you need to follow these steps:

 1. Create a DHCP server profile.

 2. Configure a Tier-0 or Tier-1 gateway with the DHCP 

server profile.

 3. Create a segment and configure the DHCP IP range.

 4. Attach the virtual machine vNIC to the segment.

 5. Configure the virtual machine operating system so 

that the vNIC can acquire its network settings using 

DHCP.

 DHCP Server Profile Creation
The DHCP server profile must be created and attached to a Tier-0 or Tier-1 

gateway to provide the DHCP IP address to the virtual machine vNICs.

To create a DHCP server profile, navigate to Networking ➤ DHCP ➤ 

Add DHCP Profile, as shown in Figure 4-17.
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 DHCP Server on a Tier-0/Tier-1 Gateway
To configure the DHCP server on the Tier-0/Tier-1 gateway, you edit the 

IP address management by changing the type of server using Set DHCP 

Configuration.

The configuration for the DHCP on the Tier-0 or Tier-1 gateway is 

similar. When you edit the gateway, you will see a DHCP section, as shown 

in Figure 4-18. Click the Set DHCP Configuration option.

Figure 4-17. DHCP profile configuration

Figure 4-18. DHCP server configuration on a Tier-0/Tier-1 gateway (1)
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By default, the DHCP configuration is set to No Dynamic IP address 

Allocation, as shown in Figure 4-19.

Select DHCP Server and then choose a DHCP Server Profile, as shown 

in Figure 4-20.

When you click Save, you see that 1 Server is configured. See Figure 4- 21.

Figure 4-19. DHCP server configuration on a Tier-0/Tier-1  
gateway (2)

Figure 4-20. DHCP server configuration on a Tier-0/Tier-1  
gateway (3)
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 DHCP Configuration on a Segment
The DHCP server can be configured on a specific segment. To configure 

the DHCP server on a segment, select Edit DHCP Config from the segment, 

as shown in Figures 4-22 through 4-24.

Figure 4-21. DHCP Server configuration on a Tier-0/Tier-1  
gateway (4)

Figure 4-22. DHCP server configuration on a segment (1)
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Figure 4-24. DHCP server configuration on a segment (3)

Figure 4-23. DHCP server configuration on a segment (2)
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 DHCP Server Status Verification
You can check the DHCP server status (where this DHCP profile is used) 

from the DHCP page, as shown in Figure 4-25.

 DHCP Relay Profile Creation
On the DHCP configuration page of the NSX UI, you can create DHCP 

servers to handle DHCP requests. You can also create DHCP relay services 

to relay the DHCP traffic to the external DHCP servers.

To add a DHCP relay, select DHCP Relay from the Profile Type drop- 

down menu and enter one or more IP addresses for the service of your 

actual DHCP servers. See Figure 4-26.

Figure 4-25. DHCP server verification
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Make sure you select the appropriate profile in the Segment settings, as 

shown in Figures 4-27 and 4-28.

Figure 4-26. DHCP profile configuration (1)

Figure 4-27. DHCP profile configuration (2)
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 DHCP Relay Server on a Tier-0/Tier-1 Gateway 
Configuration
A DHCP relay server is configured through the DHCP profile and this 

profile is selected in the Segment settings.

 DNS Services
To translate hostnames to IP addresses and the other way around, you use 

a DNS service. This DNS service typically runs on a (DNS) server and this 

server responds to queries (questions) that come from a DNS client.

NSX-T does not provide this DNS service, but it does support a DNS 

relay that acts as a caching and forwarding server. See Figure 4-29.

Figure 4-28. DHCP profile configuration (3)

Figure 4-29. DNS client/server communication
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 DNS Forwarder
NSX-T will forward the DNS client requests to an external DNS server using 

its DNS forwarding feature.

This DNS forwarder is a server that forwards all DNS requests coming 

from DNS clients to the external DNS servers.

When a request is received (that has previously been made by another 

DNS client), the DNS forwarder can respond to it without sending another 

request to the external DNS server, unless the cached entry (TTL) has 

expired.

The Tier-0 and Tier-1 gateways can be configured with this DNS 

forwarder feature.

On Tier-0 and Tier-1 gateways, the DNS forwarder acts as a DNS relay 

to forward DNS client requests to external DNS servers. See Figure 4-30.
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Figure 4-30. DNS client/server communication with a DNS 
forwarder
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 DNS Forwarder Benefits
The DNS forwarder feature uses the cached (DNS record) entry that 

is in the local caching database to respond to the DNS query requests. 

This reduces the load on the external DNS servers and improves the 

performance.

It is also possible to hide internal DNS information from external 

networks by delegating the internal DNS resolution to the internal DNS 

servers.

 DNS Services and DNS Zones Configuration
You can configure a DNS forwarder by navigating to Networking ➤ IP 

Management ➤ DNS.

You first need to configure a (default) DNS zone using the DNS Zones 

tab. See Figure 4-31.

When you are configuring a DNS zone, the parameters outlined in 

Table 4-3 can be used.

Chapter 4  NSX-t Nat, DhCp, aND DNS ServiCeS

WOW! eBook 
www.wowebook.org



122

Then you need to configure the DNS service using the DNS Services 

tab. When you configure the DNS service, the parameters outlined in 

Table 4-4 can be used. See Figure 4-32.

Table 4-3. DNS Configuration Parameters

Parameter Description

Zone name a name for the DNS forwarder.

Domain the default value is ANY and is the default DNS forwarder for all the 

domains except for those mentioned in the new fully qualified domain 

name (FQDN) zone.

DNS 

servers

the upstream DNS server ip address.

Source ip the ip address that the DNS forwarder uses as the source ip address 

to send the DNS query to external DNS servers and receive the DNS 

reply from external DNS servers.

Description an optional description for the DNS forwarder.

tags Optional tags for the DNS forwarder.

Figure 4-31. DNS zone configuration
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 DNS Forwarder Verification
Once you have configured the DNS forwarder, you can verify the service 

status on an NSX-T Edge transport node using CLI (through the console or 

using an SSH connection).

Run the get dns-forwarder status command to query the DNS 

forwarder service running on NSX-T Edge transport node.

Table 4-4. DNS Service Configuration Parameters

Parameter Description

Name a name for the DNS service.

tier-0/tier-1 

gateway

the gateway where you want to apply the DNS service.

the tier-0 gateway is only supported when configured in active/

Standby mode.

DNS service ip this ip address is the listening ip address for DNS requests.

Default zone the DNS client requests are forwarded to the default zone unless 

configured to relay the request to the conditional zone.

Figure 4-32. DNS services configuration
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Run the get dns-forwarder config command to query the DNS 

forwarder configuration on the NSX-T Edge transport node.

The high availability for the DNS forwarder is active-standby, 

depending on the NSX-T Edge cluster.

 Summary
This chapter explained what Network Address Translation (NAT) is and 

what the different NAT variations are, including Source NAT (SNAT), 

Destination NAT (DNAT), Reflexive NAT, and NAT64. It discussed specific 

use cases in which these are used.

You learned about NSX-T’s current DHCP and DNS services, and how 

you can configure them.

The next chapter discusses the NSX-T load balancer’s architecture and 

components.
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CHAPTER 5

NSX-T Load 
Balancing
This chapter explains the NSX-T load balancer architecture and components.

The chapter identifies the load balancer deployment modes and 

explains how to create and configure a load balancer by configuring the 

Layer-4 and Layer-7 virtual servers and server pools.

 NSX-T Load Balancing Use Cases
The NSX-T load balancer helps distribute incoming requests across 

multiple (virtual machine) servers. This not only offers high availability, 

but also allows better performance/throughput for applications.

You typically use load balancing:

• When you want to prevent server/service outages.

• When you require faster response times because the 

(client request) load is spread across multiple servers.

• When you want to steer the load toward a specific 

server in the pool.

• When a server in the pool needs maintenance. You can 

stop traffic from reaching that server and you can use 

other servers in the pool to guarantee the uptime of 

your application.
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 Layer-4 Load Balancing
The Layer-4 load balancer is a connection-based load balancer that 

supports the UDP and TCP protocols.

Figure 5-1 shows a connection coming in from the client that listens 

on TCP port 443. Based on this port and the configured server pools and 

profiles, the request will be forwarded to one of the servers in the server 

pool.

 Layer-7 Load Balancing
The Layer-7 load balancer is a content-based load balancer that supports 

HTTP and HTTPS. This load balancer can also enable URL manipulation 

through user-defined rules.

Figure 5-2 shows a client making two requests to two different DNS 

FQDN names. Based on the incoming FQDN, the Layer-7 load balancer 

makes a decision to send the request to a particular pool of servers.

Figure 5-1. Layer-4 load balancing
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 Load Balancer Component Relation
A load balancer can (or should) be configured on (or attached to) one 

Tier- 1 gateway.

The rules listed in Table 5-1 apply when you deal with a Tier-1 gateway 

enabled load balancer. See Figure 5-3.

Figure 5-2. Layer-7 load balancing
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 Load Balancer Architecture
A NSX-T load balancer is attached to (enabled on) a Tier-1 gateway. To 

enable the load-balancing feature, you need to configure load balancer 

virtual servers, server pools, load balancer profiles, and load balancer 

monitors. See Figure 5-4.

Table 5-1. Rules for a Tier-1 Gateway Enabled Load Balancer

tier-1 gateway a load balancer can be attached to only one tier-1 

gateway.

Virtual servers a load balancer can host one or more virtual servers.

profiles one or more virtual servers can use profiles

Server pools a virtual server can include one or more server pools.

Monitors one or more server pools can use monitors.

Figure 5-3. Tier-1 gateway enabled load balancer
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 Load Balancer Attachment to a Tier-1 
Gateway
When a load balancer is enabled on a Tier-1 gateway, a Tier-1 gateway 

service router (SR) component is instantiated. The Tier-1 gateway SR is 

always running in Active-Standby HA mode. See Figure 5-5.

Figure 5-4. Load balancer architecture

Figure 5-5. Tier-1 gateway enabled load balancer
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 Virtual Servers
A virtual server consists of a virtual IP address, a port, and a protocol. 

Typically, these are the IP addresses and port numbers the client will 

perform a connection/session to, and from there, the load will be 

distributed to the servers in the server pool. See Figure 5-6.

 Profiles
A profile is used to configure the behavior and characteristics of the 

configured virtual servers. Profiles are associated with virtual servers to 

enhance load-balancing network traffic and simplify traffic-management 

tasks. See Figure 5-7.

The profiles outlined in Table 5-2 are supported.

Figure 5-6. Virtual server
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 Server Pools
A server pool contains the servers that offer the service also known 

as backend servers. The servers in the pool typically have the same 

functionality and services running. The membership of a server pool can 

be static or dynamic. See Figure 5-8.

Figure 5-7. Load balancer profiles

Table 5-2. Load Balancer Profiles

Profile 
Type

Description

application this defines how the virtual server processes the network traffic.

persistence this is used in stateful applications to redirect all related connections 

to the same backend server.

SSL this defines the SSL protocol type and ciphers to be used by the client 

and server (applicable to Layer-7 load balancers only).
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 Monitors
A monitor ensures that the servers in the pool are available based on 

specific values that can measure if an application is really available or 

not. A session is only forwarded to a member in the server pool when this 

specific member is available. When the monitor based on its evaluation 

criteria determines that a specific member in the server pool is not 

available, no sessions are forwarded to this member until the state changes 

and the application is available once more on that specific member. See 

Figure 5-9.

There are two types of load balancer monitors, as described in 

Table 5- 3.

Figure 5-8. Load balancer server pool
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 Load Balancer Deployment Modes
Load balancers can be configured in different sizes:

 – Small

 – Medium

 – Large

 – Extra large

Figure 5-9. Load balancer monitors

Table 5-3. Load Balancer Monitors

Monitor 
Type

Description

active an active monitor is used to test whether a backend server is available.

passive a passive monitor is used to check for failures during client connections 

and will mark servers causing consistent failures as down.
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Depending on the size, the load balancer is capable of hosting different 

virtual servers and pool members. See Table 5-4.

The (virtual) edge transport node is available in the following form 

factors:

 – Small

 – Medium

 – Large

 – Extra large

The edge node size determines the number of load balancer instances 

that it can host. See Table 5-5.

Table 5-4. Load Balancer Size Configuration Options

Quantity Per Load Balancer Small Medium Large Extra Large

Number of virtual servers per load balancer 20 100 1000 2000

Number of pools per load balancer 60 300 3000 4000

Number of pool members per load balancer 300 2000 7500 10000

Table 5-5. Edge Transport Node Size vs Configurable Load Balancers

Edge Transport Node Size Small Medium Large Extra

edge VM - Small 1 Not supported Not supported Not supported

edge VM - Medium 10 1 Not supported Not supported

edge VM - Large 40 4 1 Not supported

edge VM - extra Large 80 8 2 1

Bare-Metal edge Node 750 75 18 9
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In NSX-T, the load balancer is deployed in two modes: inline mode or 

one-arm mode.

 Inline Mode
In inline mode, the load balancer is in the traffic path between the client 

and the server.

This means that the client and the server cannot be connected to the 

same segment. In this mode, Source NAT (SNAT) is not a requirement. See 

Figure 5-10.

 One-Arm Mode
In one-arm mode, the load balancer is not in the traffic path between the 

client and the server.

Figure 5-10. Inline mode
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Using one-arm mode, the client and server can be anywhere, and thus 

also hosted on the same segment. In this mode, Source NAT (SNAT) is a 

requirement. See Figure 5-11.

When you use the one-arm deployment mode, the load balancer will 

perform Source NAT (SNAT) to make sure that the return traffic coming 

from the backend servers (from the server pool) to the client is forced 

through the load balancer (Figure 5-12):

 1. The load balancer receives a request from the client 

(on its configured virtual IP address (VIP).

 2. Depending on the Source NAT (SNAT) configuration, 

the load balancer replaces the client IP address with 

the load balancer virtual IP address (VIP).

Figure 5-11. One-arm mode
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 3. The backend server (from the server pool) sends a 

response to the load balancer’s virtual IP address (VIP).

 4. The load balancer forwards the response back to 

the client.

 Load Balancing Configuration Steps
To configure a load balancer, you need to follow the steps outlined in 

Table 5-6.

Figure 5-12. One-arm Mode traffic path

Table 5-6. Load Balancing Configuration Steps

Step Description

1 Create a tier-1 gateway.

2 Create a load balancer.

3 Configure the monitor(s).

4 Create the profile(s).

5 Create a server pool.

6 Create a virtual server (Vip).
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 Load Balancer Creation
To add a load balancer, navigate to Networking ➤ Load Balancing 

➤ Load Balancers ➤ Add Load Balancer. When you deploy the load 

balancer you need to set the parameters outlined in Table 5-7. See 

Figures 5-13 through 5-16.

Note When you configure a load balancer on (or attach it to) a 
tier- 1 gateway, that gateway needs to be attached to a tier-0 
gateway.

Table 5-7. Load Balancer Parameters

Parameter Description

Name a friendly name.

Size the size you want to deploy the load balancer in: Small, Medium, 

Large, or extra Large.

attachment the tier-1 gateway that you want to configure the load balancer on (or 

attach to).

Figure 5-13. Virtual server configuration
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 Virtual Server Creation
To add a virtual server, navigate to Networking ➤ Load Balancing ➤ 

Virtual Servers ➤ Add Virtual Servers. When you create a virtual server, 

you can select from several protocols, as outlined in Table 5-8. See 

Figure 5-17.

Figure 5-16. Load balancer configuration (3)

Figure 5-14. Load balancer configuration (1)

Figure 5-15. Load balancer configuration (2)
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 Layer-4 Virtual Server Creation
When you configure a Layer-4 virtual server, you need to set the 

parameters outlined in Table 5-9. See Figure 5-18.

Table 5-8. Supported Virtual Server Protocols

Protocols Description

L4 tCp applications that are running on tCp with Layer-4-only load-balancing 

requirements

L4 Udp applications that are running on Udp with Layer-4-only load-balancing 

requirements

L7 http http and httpS applications where the load balancer must act based 

on the Layer-7 parameters

Figure 5-17. Virtual server protocols
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Table 5-9. Layer-4 Virtual Server Parameters

Parameter Description

Name a friendly name.

ip address the Vip ip address the client will connect to.

ports a supported port (range).

Server pool the server pool can be created from the wizard or later.

application 

profile

the application profile setting is populated by default and is based 

on the protocol type that you specified when you created the virtual 

server.

application profiles will define the behavior of a particular network 

traffic type.

the associated virtual server processes network traffic according to 

the values specified in the application profile.

persistence 

profile

the persistence profile is used to ensure the stability of stateful 

applications.

Load balancers implement a persistence so that it directs all related 

connections to the same server.

NSX-t supports different types of persistence to address different 

types of application needs.

Layer-4 virtual servers only support the Source ip option.

Figure 5-18. Layer-4 virtual server configuration
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 Layer-7 Virtual Server Creation
When you configure a Layer-7 virtual server, you need to set the 

parameters outlined in Table 5-10. See Figures 5-19 and 5-20.

Table 5-10. Layer-7 Virtual Server Parameters

Parameter Description

Name a friendly name.

ip address the Vip ip address the client will connect to.

ports a supported (single) port

port ranges are not supported when you configure a Layer-7 

virtual server.

Server pool the server pool can be created from the wizard or later.

application profile the application profile setting is populated by default and 

is based on the protocol type that you specified when you 

created the virtual server.

application profiles will define the behavior of a particular 

network traffic type.

the associated virtual server processes network traffic 

according to the values specified in the application profile.

persistence profile the persistence profile is used to ensure the stability of 

stateful applications.

Load balancers implement a persistence so that it directs all 

related connections to the same server.

NSX-t supports different types of persistence to address 

different types of application needs.

Layer-7 virtual servers support both the Source ip and Cookie 

persistence options.

(continued)
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Parameter Description

SSL configuration You can configure SSL parameters on both the server and the 

client.

Load balancer rules Layer-7 virtual servers support the configuration of Layer-7 

rules.

Table 5-10. (continued)

Figure 5-19. Layer-7 virtual server configuration (1)

Figure 5-20. Layer-7 virtual server configuration (2)
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 Application Profile Configuration
To add an application profile, navigate to Networking ➤ Load Balancing 

➤ Profiles ➤ Select Profile Type: Application ➤ Add Application Profile. 

Using an application profile, you determine how the virtual servers process 

network traffic.

By default, there are some default application profiles available that 

you can choose from, as listed in Table 5-11.

You can create user-defined application profiles that are based on TCP, 

UDP, and HTTP, depending on your requirements. See Figure 5-21.

Table 5-11. Load Balancer Default Application Profiles

Default Application 
Profile

Description

default-http-lb- 

app-profile

For Layer-7 http virtual servers.

default-tcp-lb-app-

profile

For Layer-4 tCp virtual servers. acceleration is enabled 

here.

default-udp-lb-app-

profile

For Layer-4 Udp virtual servers. acceleration is enabled 

here.

Figure 5-21. Load balancer default application profiles
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 Persistence Profile Configuration
To add a persistence profile, navigate to Networking ➤ Load Balancing ➤ 

Profiles ➤ Select Profile Type: Persistence ➤ Add Persistence Profile.

Persistence profiles ensure that session stability is guaranteed when 

accessing stateful applications. They do this by directing all related 

connections to the same backend server in the server pool.

The persistence profiles are listed in Table 5-12.

It is possible to create custom persistence profiles that suit your 

application requirements. A default generic persistence profile is also 

available. See Figures 5-22 and 5-23.

Table 5-12. Load Balancer Persistence Profiles

Profile Description

Source 

ip

the source ip tracks sessions based on the client’s source ip address.

this profile can be used with Layer-4 and Layer-7 virtual servers.

Cookie the Cookie uses a unique http cookie to identify the session, enabling 

the client to remain with a server during the session.

this profile is used with Layer-7 virtual servers only.

Figure 5-22. Load balancer profiles
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 Layer-7 Load Balancer SSL Modes
The Layer-7 load balancer supports three SSL modes, as outlined in 

Table 5-13.

Figure 5-23. Load balancer persistence profile

Table 5-13. Layer-7 SSL Supported Modes

SSL Mode Description

Secure Socket Layer (SSL) offload 

(see Figure 5-24)

the load balancer terminates the client SSL 

connection (httpS).

the load balancer uses http to communicate 

with the servers in the pool.

end-to-end SSL (see Figure 5-25) the load balancer terminates the client SSL 

connection (httpS).

the load balancer creates an SSL connection 

(httpS) toward the servers in the pool.

SSL passthrough SSL passthrough requires a load balancer rule.
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Figure 5-24. SSL offload mode

Figure 5-25. End-to-end SSL mode
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 Layer-7 SSL Profile Configuration
To add an SSL profile, navigate to Networking ➤ Load Balancing ➤ Profiles 

➤ Select Profile Type: SSL ➤ Add SSL Profile.

SSL profiles define the SSL protocol type and ciphers to be used by the 

client and server.

You can configure two different types of SSL profiles, as outlined in 

Table 5-14.

Figure 5-26. SSL offload mode

Table 5-14. Layer-7 Supported SSL Profiles

SSL Profiles Description

Client SSL profile (see 

Figure 5-28)

this is used to configure the SSL connection between the 

client and the load balancer.

this profile is required in SSL offload (see Figure 5-26) and 

end-to-end SSL (see Figure 5-27) modes.

Server SSL profile (see 

Figure 5-28)

this is used to configure the SSL connection between the 

load balancer and the backend server pool.

this profile is required in end-to-end SSL mode only.
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 Layer-7 SSL Load Balancer Rules 
Configuration
To add a load-balancing rule, navigate to Networking ➤ Load Balancing ➤ 

Virtual Servers ➤ Select a Virtual Server ➤ Go to the Load Balancer Rules 

Section.

Figure 5-28. SSL profiles

Figure 5-27. End-to-end SSL mode
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When you configure a Layer-7 virtual server, you can optionally 

configure additional load balancer rules to customize the load-balancing 

behavior.

You have the option to configure Match and Action rules. Load 

balancer rules support RegEx to configure the match conditions. See 

Figures 5-29 and 5-30.

Figure 5-29. Layer-7 virtual server configuration - load balancer 
rules

Figure 5-30. Load balancer rules
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 Server Pool Creation
To add a server pool, navigate to Networking ➤ Load Balancing ➤ Server 

Pools ➤ Add Server Pool.

When you configure a server pool, you need to set the parameters 

outlined in Table 5-15. See Figures 5-31 through 5-33.

Table 5-15. Load Balancer Server Pool Parameters

Parameter Description

Name a friendly name.

Load-balancing 

algorithm

the load-balancing algorithms control the way that the incoming 

connections are distributed across the servers in the server pool.

pool members/

group

these members can be static or dynamic if configured as a 

group.

SNat translation 

mode

the load balancer receives the traffic from the server that is 

destined to the client. SNat can be enabled per server pool.

active monitor the active monitors support verification checks based on http, 

httpS, iCMp, tCp, and Udp.

Figure 5-31. Load balancer server pool configuration (1)
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 Load-Balancing Algorithms
Load-balancing algorithms control the way the incoming connections are 

distributed across the servers in the server pool.

Table 5-16 explains the load-balancing algorithms.

Figure 5-33. Load balancer server pool configuration (3)

Figure 5-32. Load balancer server pool configuration (2)
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 SNAT Translation Mode Configuration
Depending on your load-balancing topology, Source NAT (SNAT) might 

be required so that the load balancer can receive the traffic from the server 

that is destined to the client. SNAT can be enabled per server pool. See 

Figure 5-34.

When creating a server pool, the SNAT translation modes outlined in 

Table 5-17 are available.

Table 5-16. Load-Balancing Algorithms

Load-Balancing 
Algorithms

Methods

round robin Client requests are cycled through the available servers.

Weighted round 

robin

each server is assigned a weight based on its performance. this 

weight determines how many client requests the server receives 

compared to other servers in the pool.

Least connection New connections are sent to the server that has the fewest 

connections.

Weighted least 

connection

each server is assigned a weight based on its connection 

capacity. this weight determines how many client requests the 

server receives compared to other servers in the pool.

ip hash a server is selected on a hash of the source ip address and the 

total weight of all running servers.
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 Active Monitoring Configuration
You can use active monitors to verify whether the backend servers (in the 

server pool) are available.

The active monitors support verification checks based on HTTP, 

HTTPS, ICMP, TCP, and UDP.

To add an active monitor, navigate to Networking ➤ Load Balancing 

➤ Monitors ➤ Select Monitor Type: Active ➤ Add Active Monitor. See 

Figure 5-35.

Table 5-17. Supported SNAT Translation Modes

SNAT Translation 
Mode

Description

automap the load balancer uses its interface ip address and 

ephemeral port to continue the communication with a client 

who initially connected to one of the server’s established 

listening ports.

disabled No SNat.

ip pool allows users to specify a single ip address range to be used 

by servers for SNat.

Figure 5-34. SNAT translation modes
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 Passive Monitoring Configuration
You can also use passive monitors to check for errors during client 

connections and mark servers causing consistent failures as “down”.

The number of failures is incremented when the conditions listed in 

Table 5-18 occur.

To add a passive monitor, navigate to Networking ➤ Load Balancing 

➤ Monitors ➤ Select Monitor Type: Passive ➤ Add Passive Monitor. See 

Figures 5-36 and 5-37.

Figure 5-35. Active monitor configuration

Table 5-18. Passive Monitor Options

Option Description

Layer-7 virtual servers Failures related to tCp connection errors or SSL 

handshakes

Layer-4 tCp virtual 

servers

Failures related to tCp connection errors

Layer-4 Udp virtual 

servers

internet Control Message protocol (iCMp) errors
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 Summary
In this chapter, you learned about the load balancer architecture and 

components. You should now be able to identify the load balancer 

deployment modes and create and configure a load balancer using Layer-4 

and Layer-7 virtual servers.

In the next chapter, you’ll learn about the different VPN types that 

NSX-T offers.

Figure 5-36. Passive monitor configuration (1)

Figure 5-37. Passive monitor configuration (2)
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CHAPTER 6

NSX-T VPN
This chapter describes the requirements for IPsec VPN using NSX-T and 

identifies the different VPN types. It also describes how to create and 

configure Layer-3 IPsec VPN tunnels and Layer-2 VPN (L2VPN) tunnels.

 NSX-T VPN Services
NSX-T supports Layer-3 IPsec VPN (route-based and policy-based) and 

Layer-2 services.

IPsec and Layer-2 VPN types are supported on Tier-1 and Tier-0 

gateways and require NSX Edge transport nodes to operate.

 IPsec VPN Use Cases
The use cases for IPsec VPN are listed here:

 – IPsec VPN allows you to connect two remote IP networks 

together in a secure manner.

 – IPsec extends IP network connectivity between two or 

more sites.

 – Layer-3 IPsec VPN is route-based and allows connectiv-

ity between different, non-overlapping IP subnets.

 – IPsec provides a secure communication channel when 

used over protocols, like Generic Routing 

Encapsulation (GRE).

WOW! eBook 
www.wowebook.org

https://doi.org/10.1007/978-1-4842-7083-7_6#DOI


158

In Figure 6-1, you can see the following:

 1. An IPsec connection between two sites where NSX-T 

is not used.

 2. An IPsec connection between two sites where NSX-T 

is used on only one site.

 3. An IPsec connection between two sites where NSX-T 

is used on both sites.

 IPsec VPN Methods
IPsec by itself is not a single standalone protocol. It is a collection of 

protocols designed to provide confidentiality, authentication, and integrity 

to a VPN connection.

Figure 6-1. IPSEC VPN use cases
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To make this happen, IPsec uses Internet Key Exchange (IKE). IKE 

manages the connection to a peer, defines the security associations used to 

secure and validate data exchanges, and defines security protocols used to 

carry IP traffic over the VPN.

Security Associations (SA) are the basic component of IPsec; they 

contain information about the security parameters that are negotiated/

exchanged between two peers. The two SAs that are available are IKE (or 

ISAKMP) SA and IPsec SA.

The IKE SA is used in the control plane of the VPN and contains a 

combination of mandatory and optional values, as listed in Table 6-1.

IPsec VPN tunnel packets can use the following headers:

• Authentication header (AH)

• Encapsulating security payload header (ESP)

The authentication header is used for authentication, whereas the 

encapsulating security payload header enables the encryption of the 

protected payload.

Table 6-1. IKE SA Values

Optional Value Mandatory/Optional

encryption algorithm Mandatory

hash algorithm Mandatory

authentication method Mandatory

Diffie-hellman group Mandatory

Lifetime Optional
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 IPsec VPN Modes
Two VPN modes are supported in IPsec, as defined in Table 6-2. See 

Figure 6-2.

 IPsec Protocols and Algorithms
IPsec VPN includes several protocols and algorithms, as explained in 

Table 6-3.

Table 6-2. IPsec VPN Modes

Mode Description

transport 

mode

preserves the original Ip header and is typically used for remote- 

access VpNs.

tunnel 

mode

encapsulates the entire Ip datagram with a new header and is 

typically used for site-to-site VpNs between Ipsec-enabled gateways.

Figure 6-2. AH and ESP headers
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 IPsec VPN Certificate-Based Authentication
With IPsec VPN certificate-based authentication, there is a certificate in 

place for each local endpoint. For each local endpoint, there is a trusted 

certificate authority (CA) including its full certificate chains. Pre-shared 

keys (PSKs) are used to improve manageability. A certificate revocation list 

(CRL) is also used. See Figure 6-3.

Table 6-3. VPN Protocols and Algorithms

Protocol/Algorithm Description

Key Management Ipsec VpN uses the Internet Key exchange (IKe) protocol to 

negotiate security parameters.

IKe runs by default over UDp/500 port.

If Nat is detected in the gateway, the port is set to UDp/4500.

IKev1 (rFC 2409) and IKev2 (rFC 5996) are both supported.

authentication this can be done using pre-shared keys or certificates.

encryption the supported encryption algorithm in NSX-t is advanced 

encryption Standard (aeS).

Data integrity the supported data integrity algorithm in NSX-t is Secure 

hash algorithm (Sha).

Figure 6-3. IPsec VPN certificate-based authentication
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 IPsec VPN Dead Peer-to-Peer Detection
dead peer detection (DPD) is a mechanism that detects whether an IPsec 

connection is alive or dead. An NSX-T DPD profile specifies the number 

of seconds to wait between the probes to detect if an IPsec peer is alive or 

dead.

In NSX-T, there is a default system-generated DPD profile in place, 

called nsx-default-l3vpn-dpd-profile. This profile is assigned when you 

configure an IPsec VPN service. If you do not want to use the default 

profile, you can use the NSX UI to create your own custom DPD profile.

You can look at the default DPD profile or create a custom one by 

navigating to Networking ➤ Network Services ➤ VPN ➤ Profiles ➤ Select 

Profile Type ➤ DPD Profiles. See Figure 6-4.

 IPsec VPN Types
The IPsec types that are supported by NSX-T are policy-based and route- 

based, as described in Table 6-4.

Figure 6-4. Dead peer detection (DPD)
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 IPsec VPN Deployment Considerations
When you deploy IPsec VPN, you should consider the following:

 – Layer-3 IPsec VPN services are available on Tier-1 and Tier-0 

gateways.

 – Protected networks must be segments created through 

the NSX-T UI or policy APIs.

 – Segments can be connected to either Tier-0 or Tier-1 

gateways to use the configured VPN services.

Table 6-4. IPsec VPN Types

IPsec VPN Type Characteristics

policy- based VpN a VpN policy determines the Ipsec-protected traffic going 

through the VpN tunnel.

You need a static configuration modification of the VpN policy 

when the network topology is changing.

route- based VpN protected local and remote networks are learned dynamically 

using BGp routing exchanges. endpoint routes are learned 

through a specific interface called a Virtual tunnel Interface (VtI).

all packets routed through the VtI are protected by Ipsec.

tunnel redundancy is supported because:

− remote subnets can be learned over multiple BGp peers.

−  the primary tunnel is active, whereas the secondary tunnel is 

standby.

−  If the peer is unreachable on the primary tunnel, the 

secondary tunnel becomes active.

OSpF is not supported.
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 – When you are using tenants with overlapping networks, 

this will require NAT on the Tier-0 gateways.

 – The NSX-T data center supports site-to-site IPsec VPNs 

in tunnel mode.

 – IPsec tunnels use DPDK to accelerate performance.

 IPsec High Availability (HA)
IPsec VPN supports being highly available in an Active/Standby mode on 

Tier-1 and Tier-0 gateways. The VPN services use a gateway-level failover 

and the VPN configuration data is synchronized. The VPN “state” is not 

synchronized because tunnels are reestablished on failover. You can use 

high-availability virtual IP addresses for external connections.

Figure 6-5 shows a simulation where the IPsec tunnel is active on the 

Tier-0 gateway (1) on the edge transport node 1. When the edge transport 

node 1 becomes unavailable (2) for whatever reason, the Standby edge 

transport node 2 will reestablish the connection (3).
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 IPsec VPN Scalability
Table 6-5 lists the different sizes of NSX-T Edge transport nodes and the 

number of VPN sessions that are supported per size.

The numbers are soft limits or tested maximums but may change 

depending on the NSX-T version. More on the maximums can be found at 

https://configmax.vmware.com/.

Figure 6-5. IPsec HA
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 IPsec VPN Configuration
When you want to configure a Layer-3 IPsec VPN tunnel, you need to 

perform the configuration steps in Table 6-6.

Table 6-6. Layer-3 IPsec VPN Tunnel Configuration Steps

Step Description

1 Create an Ipsec VpN service (and apply this on an existing gateway).

2 (Optional) Configure a DpD profile.

3 (Optional) Configure an IKe profile.

4 (Optional) Configure an Ipsec profile.

5 add a local endpoint.

6 Configure an Ipsec session:

− Configure route-based Ipsec.

− Configure policy-based Ipsec.

Table 6-5. IPsec VPN Scalability

Small Medium Large Extra Large Bare Metal

Number of tunnels per 

session (policy-based)

N/a 256 256 256 256

Number of sessions 128 256 512 512 512

Number of Ipsec tunnels 1024 2048 4096 4096 4096
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 IPsec VPN Service Configuration
You can create an IPsec VPN service by navigating to Networking ➤ 

Network Services ➤ VPN ➤ VPN Services ➤ Add Service: IPSec. See 

Figures 6-6 through 6-8.

Figure 6-6. IPsec VPN service configuration (1)

Figure 6-8. IPsec VPN service configuration (3)

Figure 6-7. IPsec VPN service configuration (2)
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When you configure a new IPsec service, you can specify the 

parameters outlined in Table 6-7.

 DPD Profile Configuration
You can create an DPD profile by navigating to Networking ➤ Network 

Services ➤ VPN ➤ Profiles ➤ Select Profile Type: DPD Profile. See 

Figure 6-9.

Table 6-7. IPsec Service Configuration Parameters

Parameter Description

Name a name for the Ipsec service.

tier-0/tier1 

gateway

Select a tier-0/tier-1 gateway to associate this Ipsec VpN service to.

IKe log level enable VpN service logging.

the IKe logging level determines the amount of information that you 

want collected for the Ipsec VpN traffic.

the default is set to the Info level.

admin status enable or disable the Ipsec VpN service.

By default, the value is set to enabled to enable the service on the 

tier-0 gateway.

tags a user-defined tag for references.

Chapter 6  NSX-t VpN

WOW! eBook 
www.wowebook.org



169

When you configure a new DPD profile, you can specify the parameters 

outlined in Table 6-8.

Figure 6-9. DPD profile configuration

Table 6-8. DPD Profile Configuration Parameters

Parameter Description

Name a name to identify the service.

DpD probe 

mode

Periodic: For a periodic DpD probe mode, a DpD probe is sent every 

time the specified DpD probe interval time is reached.

On Demand: For an on-demand DpD probe mode, a DpD probe is 

sent if no Ipsec packet is received from the peer site after an idle 

period. the value in the DpD probe Interval text box determines the 

idle period used.

DpD probe 

interval (sec):

a value in seconds that defines at which times a DpD detection 

packet should be sent.

retry count the number of allowed retries.

admin status enable or disable the profile.

tags a user-defined tag for references.
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 IKE Profile Configuration
You can create an IKE profile by navigating to Networking ➤ Network 

Services ➤ VPN ➤ Profiles ➤ Select Profile Type: IKE Profile. See 

Figures 6-10 and 6-11.

Figure 6-10. IKE profile configuration (1)

Figure 6-11. IKE profile configuration (2)
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When you configure a new IKE profile, you can specify the parameters 

outlined in Table 6-9. See Figure 6-12.

Table 6-9. IKE Profile Configuration Parameters

Parameter Description

Name a name to identify the service.

IKe version Select IKe V1, IKe V2, or IKe FLeX, depending on your technical 

requirements.

encryption 

algorithm

the encryption algorithm used during the Internet Key exchange 

(IKe) negotiation.

Digest 

algorithm

the secure hashing algorithm used during the IKe negotiation.

Diffie-hellman the cryptography schemes that the peer site and the NSX edge 

instance use to establish a shared secret over an insecure 

communications channel.

Sa lifetime 

(sec)

the lifetime (in seconds) of the security associations (individual 

communicating peer identifiers), after which a renewal is required.

tags a user-defined tag for references.
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 IPsec Profile Configuration
You can create an IPsec profile by navigating to Networking ➤ Network 

Services ➤ VPN ➤ Profiles ➤ Select Profile Type: IPSec Profile. See 

Figures 6-13 and 6-14.

Figure 6-12. IPsec Session Configuration

Figure 6-13. IPsec profiles (1)
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When you configure a new IPsec profile, you can specify the 

parameters outlined in Table 6-10.

Figure 6-14. IPsec profiles (2)

Table 6-10. IPsec Profile Configuration Parameters

Parameter Description

Name a name to identify the service.

encryption 

algorithm

the encryption algorithm used during the Ipsec negotiation.

Digest 

algorithm

the secure hashing algorithm used during the Ipsec negotiation.

pFS group the perfect Forward Secrecy (pFS) group, which adds protection to 

the keys that build secure channels. You can enable or disable this 

option.

Diffie-hellman the cryptography schemes that the peer site and NSX edge use 

to establish a shared secret over an insecure communications 

channel.

(continued)
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 IPsec VPN Session Configuration
When you configure an IPsec session, you can choose between two VPN 

types—policy-based or route-based.

You can create an IPsec VPN session by navigating to Networking ➤ 

Network Services ➤ VPN ➤ IPsec Sessions ➤ Add IPSec Sessions. See 

Figure 6-15.

 Policy-Based IPsec Session

When you select the policy-based option, IPsec tunnels are used to 

connect multiple local subnets that are behind the NSX Edge transport 

node, with peer subnets on the remote VPN site. See Figure 6-16.

Figure 6-15. IPsec sessions

Parameter Description

Sa lifetime 

(sec)

the lifetime (in seconds) of the security associations (individual 

communicating peer identifiers), after which a renewal is required.

DF bit Determines if the encrypted traffic should copy the DF (don’t 

fragment) bit from the inner payload to the encrypted traffic.

tags a user-defined tag for references.

Table 6-10. (continued)
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When you configure a new VPN session (policy), you can specify the 

parameters outlined in Table 6-11.

Figure 6-16. Policy-based IPsec session

Table 6-11. Policy-Based IPsec Session Configuration Parameters

Parameter Description

Name a name to identify the service.

type this is defined in the previous selection.

VpN service this is the predefined service to use with this session.

Local endpoint this is the earlier configured local endpoint for use with 

this configuration session.

remote Ip the specifies the Ip address of the remote Ipsec-capable 

gateway for building the secure connection.

authentication mode this defines whether to use the pre-shared key (pSK) or 

certificate-based connection authentication.

Local networks and 

remote networks

this defines the interesting traffic that should be 

encrypted through this VpN session.

(continued)
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In the Advanced Properties area, you can select the predefined DPD, 

IKE, and IPsec profiles from the drop-down menus. You can also define 

which side initiates the connection.

 Route-Based IPsec Session

When you select the route-based option, tunneling is provided on traffic 

that is based on routes. These routes were learned dynamically over 

a virtual tunnel interface (VTI) by using a preferred protocol such as 

BGP. IPsec secures all the traffic flowing through the VTI. See Figure 6-17.

Figure 6-17. Route-based IPsec session

Parameter Description

pre-shared key this specifies the string to define the key if the 

authentication mode is pSK.

remote ID this defines the identifier of the remote peer for verifying 

peering authenticity.

tags a user-defined tag for references.

Table 6-11. (continued)
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When you configure a new VPN session (route), you can specify the 

parameters outlined in Table 6-12.

Table 6-12. Route-Based IPsec Session Configuration Parameters

Parameter Description

Name a name to identify the service.

type this is defined in the previous selection.

VpN service this is the predefined service to use with this session.

Local endpoint this defines an earlier configured local endpoint to use with this 

session configuration.

remote Ip this defines the Ip address of the remote Ipsec-capable gateway 

for building the secure connection.

Compliance 

suite

You can specify a security compliance suite such as CNSa, FIpS, 

Foundation, prIMe, or Suite-B to configure the security profiles 

used for an Ipsec VpN session.

authentication 

mode

this defines whether to use a pre-shared key (pSK) or certificate- 

based connection authentication.

admin status this enables and disables the service.

tunnel interface this defines the Ip address of the local virtual tunnel interface 

(VtI) that is created to use with this session.

pre-shared key this provides the string for defining the key if the authentication 

mode is pSK.

remote ID this specifies the identifier of the remote peer for verifying the 

authenticity of the peering.

tags a user-defined tag for references.
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 L2VPN
This section describes the L2VPN requirements you need to create and 

configure secure L2VPN connections and identify various supported 

L2VPN peers.

 L2VPN Use Cases
The use cases for Layer-2 VPN are as follows:

 – Extend networks (VLANs or VNIs) across sites on the same 

broadcast domain (with the same subnet)

 – Enable hybrid cloud cases

 – Enable VM mobility use cases, such as:

• Migration (including long-distance vSphere vMotion)

• Disaster recovery without changing the IP address

 NSX-T L2VPN
Layer-2 VPN uses GRE over IPsec as a transport method. The edge 

transport node managed by NSX-T can also be configured as a L2VPN 

client. The hub-and-spoke topology is supported. Tunnel redundancy 

is not supported, and L2VPN relies strictly on the edge transport node’s 

high availability. The L2VPN feature is available only in NSX and does not 

support third-party interoperability.

 NSX-T L2VPN Deployment Considerations
When you deploy L2VPN, you must consider that the NSX L2VPN services 

are supported on Tier-0 and Tier-1 gateways. The segments can be 

connected to either Tier-1 or Tier-0 gateways to use L2VPN services. Local 
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egress optimization is supported and pre-shared key (PSK) authentication 

is the only available method. The peer code is a Base64-encoded string 

that is available on the L2VPN server. This peer code contains the full 

L2VPN configuration.

 NSX-T L2VPN Hub-and-Spoke
When you configure the Layer-2 VPN using a hub-and-spoke topology, this 

enables remote sites (spokes) to communicate through a central site (hub). 

You can configure up to eight L2VPN clients per L2VPN server and the 

access control is supported through the centralized hub site. The hub acts 

as a replicator to other client networks. See Figure 6-18.

Figure 6-18. Layer-2 VPN in a hub-and-spoke
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 NSX-T L2VPN Packet Format
The packed format of a Layer-2 tunnel is shown in Figure 6-19.

 NSX-T L2VPN Packet Flow
When Layer-2 VPN traffic is sent to a remote destination, the first step is to 

decapsulate the Geneve frames.

The destination address of the internal frame determines whether 

traffic goes through the local bridge port toward remote sites or is locally 

handled.

The other steps involve inserting the ID for the proper VLAN and 

sending the traffic to the local VTI interface to encapsulate into GRE, 

which gets protected by IPsec and is forwarded to any given destination.

Then into the inbound direction. When it’s receiving L2VPN traffic that 

is identified by the IPsec engine, the traffic requires IPsec decryption first 

and GRE decapsulation.

After being sent to the bridge interface, traffic is sent to local networks. 

The required Geneve encapsulation parameters are based on the actual 

tunnel IDs for the traffic. See Figure 6-20.

Figure 6-19. Layer-2 tunnel packet format
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 Layer-2 VPN Scalability
Table 6-13 lists the different sizes of NSX-T Edge transport nodes and the 

number of VPN sessions that are supported per size.

The numbers are soft limits or tested maximums but may change 

depending on the NSX-T version. More on the maximums can be found at 

https://configmax.vmware.com/.

Figure 6-20. Layer-2 VPN traffic packet flow
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 NSX-T L2VPN Configuration Steps
The L2VPN configuration uses the IPsec features of the gateway. To enable 

L2VPN, you must first configure an IPsec VPN service and an IPsec local 

endpoint. Then you can configure the L2VPN details.

When you want to configure a Layer-2 VPN tunnel, you need to 

perform the configuration steps in Table 6-14.

 IPsec Local Endpoint Configuration
You can create a local endpoint by navigating to Networking ➤ Network 

Services ➤ VPN ➤ Local Endpoints ➤ Add Local Endpoint. See Figure 6- 21.

Table 6-14. L2VPN Configuration Steps

Step Description

1 Configure the L2VpN server.

2 Configure the L2VpN session.

3 Configure the L2VpN segments.

Table 6-13. Edge Transport Node L2VPN Session Support Numbers

Small Medium Large Extra 
Large

Bare 
Metal

Number of L2VpN client sessions 1 1 1 1 1

Number of L2VpN server 

sessions

N/a 128 256 256 256

Segments per session N/a 512 512 512 512
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Figure 6-21. IPsec local endpoint (1)

When you configure a new local endpoint, you can specify the 

parameters outlined in Table 6-15.

Table 6-15. IPsec Local Endpoint Configuration Parameters

Parameter Description

Name a name to identify the service.

VpN service this specifies which Ipsec VpN service to use with the endpoint.

Ip address this is for the local Ip address.

Site 

certificate

You use this for certificate-based authentication to specify which 

certificate to use with this endpoint.

Local ID this specifies the Ipsec ID of the local side.

the local ID is usually the same as the local Ip address.

tags a user-defined tag for references.
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 NSX-T L2VPN Server Configuration
You can create a Layer-2 VPN server by navigating to Networking ➤ 

Network Services ➤ VPN ➤ VPN Services ➤ Add Service: L2VPN Server. 

See Figures 6-22 and 6-23.

When you configure a new local endpoint, you can specify the 

parameters outlined in Table 6-16.

Figure 6-23. Layer-2 VPN server (2)

Figure 6-22. Layer-2 VPN server (1)
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 NSX-T L2VPN Session Configuration
You can create a Layer-2 VPN session by navigating to Networking ➤ 

Network Services ➤ VPN ➤ L2VPN Sessions➤ Add L2VPN Session: L2VPN 

Server. See Figures 6-24 and 6-25.

Table 6-16. Local Endpoint Configuration Parameters

Parameter Description

Name a name to identify the service.

tier-0/tier-1 gateway this specifies which gateway to use with the endpoint.

hub & spoke this enables hub-and-spoke connectivity.

tag a user-defined tag for references.

Figure 6-24. Layer-2 VPN session (1)
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When you configure a new L2VPN session, you can specify the 

parameters outlined in Table 6-17.

Figure 6-25. Layer-2 VPN session (2)

Table 6-17. Layer-2 VPN Session Configuration Parameters

Parameter Description

Name a name to identify the service.

Mode this is already selected (server).

VpN service You select the L2VpN service to use.

Local endpoint/Ip the local endpoint configured for the Ipsec connection.

remote Ip the remote Ip for the Ipsec connection.

pre-shared key this is the key or password for this session.

tunnel interface You select the Ip address of the VtI to use with this session.

remote ID this designates the Ipsec identifier of the remote Ipsec gateway.

admin status this is for enabling or disabling the profile.

tags a user-defined tag for references.
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 NSX-T L2VPN Segment Configuration
You identify the segments that should be extended through the L2VPN 

tunnels. You can edit an existing segment or create a new one.

You can optionally configure a local egress gateway IP so that all VMs 

on the segment use it as the default gateway.

You can configure a Layer-2 VPN on a segment by navigating to 

Networking ➤ Connectivity ➤ Segments ➤ Segments ➤ Add/Select a 

Segment. See Figure 6-26.

When you alter a segment for a L2VPN, you can specify the parameters 

outlined in Table 6-18.

Figure 6-26. Layer-2 VPN on a Segment
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You can also configure segments on the L2VPN session page. After 

selecting the edit mode and clicking Segments, you can add segments and 

define the tunnel ID for each segment. See Figures 6-27 and 6-28.

Table 6-18. Layer-2 VPN Configuration Parameters

Parameter Description

L2VpN this defines the previously configured L2VpN session. the segment 

that is defined is used through that session.

VpN tunnel ID this number is used to identify the communicating local and 

remote L2 networks. the same ID on both sides means that they 

are on the same L2 broadcast domain.

Local egress 

gateway Ip

the Ip address of the local gateway that the VMs on the segment 

use as their default gateway. the same Ip address can be 

configured in the remote site on the extended segment.

Figure 6-27. L2VPN session (1)
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 NSX-T L2VPN Supported Clients
You can use different edge options to be configured as L2VPN clients. The 

L2VPN clients that are supported are listed in Table 6-19.

Figure 6-28. L2VPN session (2)

Table 6-19. L2VPN Client Edge Options

Edge Type Description

autonomous 

edge

the NSX-t autonomous edge instance is deployed by using an OVF 

file on a host that is not managed by NSX-t.

Standalone 

edge

the L2VpN client is deployed and configured in an environment that 

is not managed by NSX. It can be used as an L2VpN client in NSX-v 

and NSX-t environments. Only VLaNs are supported to stretch with 

this option.

edge managed 

by NSX

NSX-v: the edge services gateway in the NSX for vSphere (NSX-v) 

environment can act as an L2VpN client or server endpoint for an 

L2VpN.

NSX-T: the L2VpN client is deployed and configured in an 

environment that is managed by NSX-t.
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 NSX-T L2VPN Peer Compatibility Matrix
Table 6-20 shows the compatibility between the different L2VPN 

appliances and protocols.

 NSX-T Autonomous Edge
The NSX-T autonomous edge is deployed by using an OVF file on a host 

that is not managed by NSX-T. The edge is used as an L2VPN client and it 

acts as an NSX Edge gateway that can be deployed on on-premises data 

centers and public clouds (for example, Amazon AWS and Microsoft 

Azure).

The edge runs independently, without being controlled or managed by 

the management plane/central control plane that is installed in the NSX 

domain.

The edge can be configured by using REST API and is equipped with 

the high-performing Data Plane Development Kit (DPDK).

Table 6-20. L2VPN Appliance Compatibility

Client/Edge Type Protocol NSX-T (3.x) Network Type

autonomous edge L2t Yes VLaN

Standalone edge* SSL No VLaN

Standalone edge* L2t Yes VLaN, VXLaN

NSX-managed edge (vSphere) L2t Yes VLaN, VXLaN

NSX-managed edge (NSX-t) L2t Yes VLaN, Geneve

Client protocol NSX-t (3.x) Network type

*NSX standalone edge is available for download for both NSX-v and NSX-T.
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 NSX-v Standalone Edge
A standalone edge can be configured as an L2VPN client. A standalone 

edge must be deployed as a virtual machine (hardware version 11) in a 

vSphere (6.0 or later) environment.

From the deployment bundle, you select the L2 OVF file (large or extra 

large) to install an edge VM. During deployment, the L2T section requests 

the peer code. This code is generated from the server side and should be 

downloaded/copied and passed into the deployment window.

 NSX-v Managed Edge
In NSX data center for vSphere (NSX-v), you can configure the managed 

edge as an L2VPN client. Starting with NSX-v version 6.4.2, the IPsec-based 

L2VPN client or server is available on the NSX data center for vSphere 

edges. The IPsec configuration must be present to make this work; the 

configuration can only be done through REST API and not from the UI or 

command line.

 NSX-T L2VPN Client Configuration
L2VPN client configuration is similar to the server configuration.

You can create a Layer-2 VPN client by navigating to Networking ➤ 

Network Services ➤ VPN ➤ VPN Services ➤ Add L2VPN Session: L2VPN 

Client. See Figure 6-29.
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 NSX-T L2VPN Session Configuration
Before you create a L2VPN client session, you must get the peer code from 

the L2VPN server.

The peer code is a Base64-encoded configuration string that is 

available from the L2VPN server through the DOWNLOAD CONFIG option 

or through a REST API call.

The REST API call can be found in the NSX-T REST API Reference at 

https://code.vmware.com/apis/547/nsx- t.

You can create a Layer-2 VPN session by navigating to Networking 

➤ Network Services ➤ VPN ➤ L2VPN Sessions ➤ Add L2VPN Session: 

L2VPN Client. See Figures 6-30 and 6-31.

Figure 6-30. L2VPN session

Figure 6-29. L2VPN client
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 NSX-T L2VPN Segment Configuration
You can specify the segments that you want to extend by setting them in 

the Segments section. See Figure 6-32.

When you open the Segments area, this is the place where you can add 

the segment. See Figure 6-33.

Figure 6-31. Base64-encoded peer code

Figure 6-32. L2VPN segment (1)
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I wrote a wiki article on how to configure a Layer-2 hub-and-spoke 

VPN architecture, which you can find at https://nsx.ninja/index.php/

Hub_and_Spoke_Layer_2_VPNs_between_multiple_NSX- T_enabled_sites.

 Summary
This chapter explained the differences between an (Layer-3) IPsec VPN 

and a Layer-2 VPN. It also covered the use cases for each VPN type and 

explained how they are configured.

The next chapter covers NSX intelligence and discusses other ways to 

perform operational tasks on NSX-T.

Figure 6-33. L2VPN segment (2)
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CHAPTER 7

NSX Intelligence, 
NSX-T Alarms/
Events, and Network 
Visualizations
This chapter describes NSX Intelligence and its use cases. It explains 

the NSX Intelligence system requirements and discusses what you need 

to deploy the NSX Intelligence appliance. It also shows you how NSX 

Intelligence performs visualization and recommendation capabilities 

and describes NSX Intelligence alarms and events so you can identify and 

prevent failures of your NSX-T environment. The chapter also describes 

the different use cases for the network topology feature.

 NSX Intelligence
NSX Intelligence is a distributed “big-data” analytics tool that 

provides visibility and dynamic security policy enforcement for NSX-T 

environments.
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It allows you to visualize data center objects and traffic flows and 

provides you with recommendations for micro-segmentation firewall 

policies, including the distributed firewall rule recommendation with the 

continuous monitoring of changes in the environment. It also collects 

alarms and events so you can identify and prevent failures of your NSX-T 

environment.

The NSX Intelligence appliance is a separate appliance that needs to 

be deployed from the NSX-T GUI and will integrate during the deployment 

with your NSX environment.

 NSX Intelligence Use Cases
NSX Intelligence has three clearly defined use cases:

• Provides visibility in an NSX domain

• Provides (micro-segmentation) security policy 

recommendations of network traffic that flows between 

the virtual machines that are “networked” with NSX-T.

• Provides constant traffic evaluation and analysis

 NSX Intelligence vs vRealize Network Insight
NSX Intelligence and vRealize Network Insight are two products that may 

be presumed to have similar functionalities. However, there are some 

differences. They complement each other to deliver better security and 

network operations.

NSX Intelligence is typically used for micro-segmentation planning 

and vRealize Network Insight is used for virtual and physical network 

monitoring. Table 7-1 explains these differences in more detail.
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 NSX Intelligence Requirements
You must deploy NSX Intelligence on an ESXi host that is managed by a 

vCenter Server that’s registered as a compute manager in NSX Manager. 

You need to allocate an IP address for NSX Intelligence, as the appliance 

must have a static IP address. You cannot change the IP address after 

installation.

NSX Intelligence can only be deployed from an NSX Manager 

(standalone or cluster). If you're using NSX Federation, you will not find 

this option in the Global Manager UI. To use NSX Intelligence, you need 

to have an NSX-T Data Center Enterprise Plus license. You must also 

have an Enterprise Administrator role to install, configure, and use NSX 

Intelligence.

 NSX Intelligence Footprint
NSX Intelligence is pretty “resource hungry” because it performs constant 

analytics on your NSX-T environment. There are two deployment sizes you 

can pick from, as outlined in Table 7-2.

Table 7-1. NSX Intelligence vs vRealize Network Insight

NSX Intelligence for Security 
Operations

vRealize Network Insight for Network 
Operations

gains insight about the east-west  

traffic flows.

provides end-to-end network visibility for 

physical, virtual, vmware Sd-waN, cloud, and 

third-party environments.

Simplifies the (dFw) rule 

recommendation and deployment 

on NSX-t.

provides day-2 network operations and 

troubleshooting
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 NSX Intelligence Deployment
In the NSX-T Manager, navigate to Plan & Troubleshoot ➤ Discover & Take 

Action.

You will see the screen in Figure 7-1. Click Go To System to start the 

deployment of the NSX Intelligence appliance.

Table 7-2. NSX Intelligence Deployment Sizes

Small Appliance Large Appliance

environment Can be used in a lab or proof-of- 

concept environment or in a small-scale 

production environment.

Can be used in a 

large-scale production 

environment.

vCpu 16 32

ram 64gB 28gB

disk 2tB 2tB

Figure 7-1. NSX Intelligence welcome screen (before deployment)
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You can deploy the NSX Intelligence appliance from the NSX UI by 

manually navigating to System ➤ Configuration ➤ Appliances ➤ NSX 

Intelligence ➤ Add NSX Intelligence Appliance. See Figure 7-2.

First you need to upload the .ova of the NSX Intelligence appliance to 

the NSX-T Manager node. This is currently done with the option to select 

the .ova file from the deployment screen. See Figure 7-3.

Figure 7-2. Deploy the NSX Intelligence appliance (1)
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In the next step, you configure the vSphere details for the virtual 

appliance. See Figure 7-4.

Figure 7-3. Deploy the NSX Intelligence appliance (2)

Figure 7-4. Deploy the NSX Intelligence appliance (3)
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You then configure the appliance credentials during the third and final 

step. See Figure 7-5.

Click Install Appliance to start the deployment. See Figure 7-6.

Figure 7-5. Deploy  the NSX Intelligence appliance (4)

Figure 7-6. Deploy the NSX Intelligence appliance (5)
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The deployment will take about five minutes. You’ll see the screen in 

Figure 7-7 when it’s been deployed successfully.

 NSX Intelligence Verification
When you successfully finish the deployment, you can validate the status 

of the NSX Intelligence appliance by navigating to System ➤ Configuration 

➤ Appliances ➤ NSX Intelligence.

Data collection starts automatically after deploying the appliance. You 

can stop or start data collection from the Actions menu and delete the 

appliance from there as well.

 Flow Visualization with NSX Intelligence
You can visualize flows for virtual machine (objects) and security groups 

by navigating to Plan & Troubleshoot ➤ Discover & Plan ➤ Discover & 

Take Action.

Although it’s a separate virtual appliance, the NSX Intelligence UI 

seamlessly integrates with the NSX Manager UI. It can be found by 

choosing Plan & Troubleshoot ➤ Discover & Take Action. See Figure 7-8.

Figure 7-7. Deploy the NSX Intelligence appliance (6)
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You need to make sure you have created Groups by going to Inventory 

See Figure 7-2. Groups. NSX Intelligence will use these groups as a starting 

point to create visualizations.

The two objects you can work with here are virtual machines and 

groups, as shown in Figure 7-9.

You can choose to display only certain VMs/groups or all of them, as 

shown in Figure 7-10.

Figure 7-8. Flow visualization

Figure 7-9. Flow visualization based on groups
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You can also apply a filter based on tags, flows, and rules. See Figure  7- 11.

Figure 7-10. Flow visualization based on virtual machines

Figure 7-11. Flow visualization based on tags, flows, and rules
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When you power on two Windows virtual machines, it will take 

about 20 seconds before the NSX Intelligence engine starts to draw the 

communication paths of these virtual machines. See Figure 7-12.

 Recommendations with NSX Intelligence
You can start a new security recommendation by navigating to Plan & 

Troubleshoot ➤ Discover & Plan ➤ Recommendations. It is possible to 

run multiple concurrent recommendations at the same time.

To get actual firewall rule recommendations, you need to start a new 

recommendation process. See Figure 7-13.

Figure 7-12. Communication path visualization between virtual 
machines
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After clicking the Start Recommendation button, you can configure 

some parameters, Time Range being the most important. See Figure 7-14.

Figure 7-13. Firewall rule recommendations (1)
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Click Start Discovery to kick off the recommendation process. This 

process can be monitored under Recommendations, as shown in  

Figure 7-15.

Once the analysis of the recommended rules is complete, then groups 

and services can be reviewed and modified. See Figure 7-16.

Figure 7-14. Firewall rule recommendations (2)

Figure 7-15. Firewall rule recommendations (3)
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In Step 2, you can choose placement for the new recommendations 

based the security policies. See Figure 7-17.

When you click Publish, NSX-T will create the objects and enforce the 

security policy in the distributed firewall. See Figure 7-18.

Figure 7-16. Firewall rule recommendations (4)

Figure 7-17. Firewall rule recommendations (5)
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You can verify that the recommended rules are in place when you 

browse to the Distributed Firewall configuration page. See Figure 7-19.

 Alarms with NSX Intelligence
NSX Intelligence triggers alarms in the NSX GUI based on several events:

• CPU usage

• Memory usage

• Disk and data disk partition usage

• Node status

Figure 7-18. Firewall rule recommendations (6)

Figure 7-19. Firewall rule recommendations (7)
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 NSX-T Network Topology
Using the NSX-T Network Topology feature, NSX administrators can view 

the configured network. You can view all Tier-0 and Tier-1 gateways with 

the attached segments and workloads.

 NSX-T Network Topology Use Cases
By using the network topology, you can visualize how the different 

components are interconnected and gain a better understanding of your 

network topology. You can view the VMs connected to a segment and 

view the details of the virtual machines, segments, and Tier-1 and Tier-0 

gateways with the IP addresses that are configured in the network.

 NSX-T Network Topology GUI
Figures 7-20 through 7-22 display the options that are available to control 

the network topology view. You can click or point to the virtual machines, 

segments, and Tier-1 and Tier-0 gateways to display more information.

When you zoom out, you can see the topology from a very high level, 

without any detailed information. See Figure 7-20.
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Figure 7-20. Network topology view (1)

When you zoom in, you can see more details like the names and IP 

addresses. See Figure 7-21.

Figure 7-21. Network topology view (2)
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You can also click certain objects to see more object-related 

information, such as the Tier-0 gateway. See Figure 7-22.

 NSX-T Alarms and Events
This section explains how to define alarms and events. It describes the 

alarms and events terminology and describes the architecture of alarms.

 NSX-T Native Monitoring Tools
NSX-T offers a variety of tools to monitor different things. Table 7-3 shows 

these different monitoring tools.

Figure 7-22. Network topology view (3)
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Table 7-3. NSX-T Monitoring Tools

NSX-T Tool Purpose Autonotification

dashboard monitoring N/a

logs troubleshooting N/a

ClI troubleshooting N/a

apI Configuration troubleshooting N/a

SNmp monitoring notification Yes (traps and polling)

alarms and events monitoring troubleshooting Yes

 NSX-T Events
NSX-T events are records of user-generated or system-generated actions 

that occur in NSX-T Manager or on a transport node. The events data 

includes details about the event, such as who generated the event, the type 

of the event, and when and where the event occurred.

 NSX-T Alarms
NSX-T alarms are notifications that are activated in response to an event, 

a set of conditions, or the state of an object in the NSX-T system. An alarm 

is uniquely identified by its UUID and the alarm severity levels are Critical, 

High, Medium, or Low.

 NSX-T Alarm Use Cases
Alarms can be used to monitor and troubleshoot the NSX-T Management, 

control and data plane.

You can also monitor and troubleshoot NSX-T services, such as 

segments, Tier-1 and Tier-0 gateways, and load balancers.
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 NSX-T Alarm and Events Architecture
Figure 7-23 shows how the NSX-T Manager collects the alarms and events 

from the transport nodes:

 1. The client library tracks events on the transport 

nodes and passes them to the nsx-opsAgent.

 2. The nsx-opsAgent process forwards the events to the 

nsx-proxy.

 3. The nsx-proxy sends the event to the appliance 

proxy hub.

 4. The manager service receives events from registered 

nodes.

 5. The manager writes the alarms in the Corfu 

database.
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Figure 7-23. NSX-T alarm and events architecture

 NSX-T Alarm Definitions
You can see the different alarm definitions in the NSX-T GUI by navigating 

to Home ➤ Alarms ➤ Alarm Definitions. See Figure 7-24.
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 NSX-T Alarm Definition Configuration
You can customize specific alarm definitions by changing their threshold 

values, sensitivity, and much more by editing the specific alarm definition. 

See Figure 7-25.

Different alarm definitions will provide you with different configurable 

items. See Figure 7-26.

Figure 7-24. NSX-T Alarm Definitions

Figure 7-25. NSX-T alarm definition configuration (1)
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 NSX-T Alarm Verification
You can verify existing alarms from the NSX GUI by navigating to Home ➤ 

Alarms ➤ Alarms. See Figure 7-27.

 NSX-T Alarm Actions
When you select a specific alarm, you can acknowledge, resolve, suppress, 

or open the alarm message. See Figure 7-28.

Figure 7-27. NSX-T alarm verification

Figure 7-26. NSX-T alarm definition configuration (2)
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 NSX-T Alarm Suppression
If you select suppression, you can suppress the alarm for a specific 

duration, in hours. See Figures 7-29 through 7-31.

Figure 7-31. NSX-T Suppression alarm action (3)

Figure 7-30. NSX-T Suppression alarm action (2)

Figure 7-28. The NSX-T Acknowledge alarm action

Figure 7-29. NSX-T Suppression alarm action (1)
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 View NSX-T Open Alarms
For some specific objects or NSX-T components, there will be a separate 

column available that will display their alarms.

The Alarms column displays the number of alarms generated on Tier-0 

and Tier-1 gateways, segments, and load balancers.

Figure 7-32 shows this column for the edge transport nodes.

 Summary
This chapter covered what NSX Intelligence is and how it’s used. It 

compared NSX Intelligence to vRealize Network Insight. It also discussed 

what information you can retrieve from the network topology feature and 

how alarms and events can be used to keep your NSX-T environment 

healthy.

The next chapter covers authentication and authorization in 

combination with NSX-T.

Figure 7-32. NSX-T open alarms
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CHAPTER 8

Authentication and 
Authorization
This chapter describes the purpose of VMware Identity Manager (also 

known as VMware Workspace ONE Access) and I identifies the benefits 

of integrating NSX-T VMware Identity Manager (vIDM). You will learn 

how to configure the integration between NSX-T and vIDM and how to 

verify it.

The chapter also describes the LDAP authentication architecture 

and identifies the benefits of integrating NSX-T with LDAP. It explains 

how to identify the different types of users and authentication policies 

available in NSX-T and how to recognize permissions and roles that 

NSX-T has to offer.

 VMware Identity Manager (vIDM)
The VMware Identity Manager (vIDM) is an identity as a service (IDaaS) 

solution that provides the following services for software as a service 

(SaaS)—web, cloud, and native mobile applications like application 

provisioning, conditional access control, and single sign-on (SSO) services.

A variety of VMware products can use vIDM as an enterprise SSO 

solution; it’s based on the OAuth 2.0 authorization framework.
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 vIDM with NSX-T Integration
You have the option to integrate NSX-T with vIDM and configure Role 

Based Access Control (RBAC) for users managed by vIDM.

Integration provides a variety of benefits related to user authentication, 

as listed in Table 8-1.

 VIDM with NSX-T integration Prerequisites
Before integrating VMware Identity Manager with NSX-T, you need to 

complete the steps outlined in Table 8-2. See Figure 8-1.

Table 8-1. vIDM Integration with NSX-T Benefits

Authentication, 

Authorization, and 

Accounting (AAA) systems 

supported

• RADIUS

• Smart cards and common access cards

• RSA SecureID

• LDAP and OpenLDAP based on Active Directory (AD)

Enterprise SSO •  Common authentication platform across multiple 

VMware solutions

• Seamless SSO experience
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Table 8-2. vIDM Integration Prerequisites

Step Description

1 Deploy the VMware Identity Manager appliance from an OVF template.

2 Synchronize the VMware Identity Manager virtual machine time with the 

ESXi host where it is running.

• Right-click the VM and select Edit Settings ➤ VM Options.

•  Scroll down to the time section and select the Synchronize Guest 

time with host check box.

Another option is to use an external ntP server for the time 

synchronization.

3 After deploying the VMware Identity Manager appliance, use the Setup 

wizard available at https://<VMware_Identity_Manager_FQDN> 

to set passwords for the admin, root, and remote SSh user and to select 

a database.

You can use the external Microsoft SQL or Oracle database or the 

internal PostgreSQL database.

Figure 8-1. Database selection when deploying vIDM
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 VIDM with NSX-T Integration
After initially setting up vIDM, you need to log into the vIDM 

administration console. In the console, you can configure identity sources, 

authentication methods, and access policies.

You can access the VMware Identity Manager Administration console 

via the following URL  https://<VMware_Identity_Manager_FQDN>:443/

SAAS/admin.

The following identity sources are supported in the VMware Identity 

Manager.

To configure authentication methods, select Identity & Access 

Management ➤ Authentication Methods.

Administrators can configure a single authentication method or set 

up chained, two-factor authentication. To define access policies, select 

Identity & Access Management ➤ Policies.

Administrators can configure rules that specify the network ranges and 

types of devices that users can use to sign in. See Figure 8-2.

When NSX-T and vIDM are both deployed and configured, you can 

integrate these components with each other by following the steps in 

Table 8-3.

Figure 8-2. vIDM authentication methods
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 Creating an OAuth Client
vIDM uses the OAuth 2.0 authorization framework to enable third- 

party applications, such as NSX and its users, to access specific data and 

services. vIDM protects the third party's account credentials.

Before you can integrate vIDM with an NSX-T data center, you must 

register NSX-T as a trusted OAuth client in vIDM.

Use the vIDM administration console and click the Catalog tab. Select 

Settings ➤ Remote App Access. On the Clients page, click Create Client. 

See Figures 8-3 and 8-4.

Table 8-3. vIDM with NSX-T Integration Steps (vIDM Side)

Step Description

1 Create an OAuth client for nSX in VMware Identity Manager.

2 Obtain the ShA-256 certificate thumbprint (from the nSX-t Manager) 

that you need to configure on the VMware Identity Manager appliance.

3 Configure VMware Identity Manager details in nSX.

Figure 8-3. Create OAuth client (1)

Figure 8-4. Create OAuth client (2)
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When configuring NSX-T data center details, you select Service Client 

Token from the Access Type drop-down menu. This selection indicates 

that the application, NSX-T Data Center in this example, accesses the APIs 

itself. The application does not access the APIs for a particular user.

You must specify a client ID to uniquely identify NSX. You need this 

value to enable the VMware Identity Manager integration.

You must also click Generate Shared Secret. You need this value 

to enable the VMware Identity Manager integration. Leave the default 

settings for all other options.

On the Create Client page, you can optionally set the token 

time-to-live values by specifying the access, refresh, and idle timers 

(Figures 8-5 and 8-6).

Figure 8-5. Create OAuth client (3)
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 SHA-256 Certificate Thumbprint
You need the SHA-256 certificate thumbprint value when you enable the 

vIDM integration.

Before you configure the integration between NSX-T vIDM, you must 

obtain the SHA-256 certificate thumbprint of the vIDM appliance. Use the 

steps in Table 8-4 to do so.

Figure 8-6. Create OAuth client (4)

Table 8-4. Obtain the SHA-256 Certificate Thumbprint of the vIDM 

Appliance

Step Description

1 Use SSh to log into the VMware Identity Manager appliance.

2 Run the sudo -s command to gain root access.

3 navigate to the VMware Identity Manager configuration directory using the 

following command:

cd /usr/local/horizon/conf

4 Retrieve the ShA-256 certificate thumbprint of vIDM using the following command:

openssl x509 -in <vidm_fqdn>.pem -noout -sha256 -fingerprint
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For example:

vidm:~ # sudo -s

vidm:~ # cd /usr/local/horizon/conf

vidm:/usr/local/horizon/conf # openssl x509 -in vidm.sddc.lab_

cert.pem -noout -sha256 -fingerprint

SHA256 Fingerprint=2A:7E:AC:1C:58:4E:D2:65:39:B0:3E:46:B8:F7:30

:EE:4F:E7:C5:26:B0:08:6D:6C:B1:B8:E8:FE:44:BB:00:9F

vidm:/usr/local/horizon/conf #

 VIDM with NSX-T Integration Configuration
You can now enable vIDM integration from the NSX GUI (Figure 8-7). 

Navigate to System ➤ Settings ➤ Users and Roles. Then follow the steps 

outlined in Table 8-5.

Table 8-5. vIDM with NSX-T Integration Steps (NSX-T Side)

Steps Description

1 Click the VMware Identity Manager tab.

2 Click Edit.

3 Provide the configuration information and click Save.
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In the OAuth Client ID and OAuth Client Secret text boxes, enter the 

client ID and shared secret that you generated when you created the 

OAuth client for NSX-T in vIDM.

In the SSL Thumbprint text box, enter the SHA-256 certificate 

thumbprint value that you generated from the vIDM appliance command 

line (provided in the previous chapter).

The value entered in the NSX Appliance text box must be used to 

access the NSX Manager after integration. If you enter the fully qualified 

domain name (FQDN) of the NSX Manager and try to access the appliance 

through its IP address, the authentication will fail.

If a virtual IP (VIP) is set up in the NSX Management cluster, you 

cannot use the external load-balancer integration even if you enable it. 

You can either have VIP or the external load balancer while configuring 

VMware Identity Manager, but not both. Disable VIP if you want to use an 

external load balancer. See Figures 8-8 and 8-9.

Figure 8-7. vIDM with NSX-T integration (NSX-T side) (1)
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Figure 8-9. vIDM with NSX-T integration (NSX-T side) (3)

Figure 8-8. vIDM with NSX-T integration (NSX-T side) (2)
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 vIDM with NSX-T Integration Verification
When you navigate to System ➤ Settings ➤ Users and Roles ➤ VMware 

Identity Manager, you can validate the vIDM integration.

When the integration is successful, the vIDM connection appears, as 

shown in Figure 8-10.

 Logging In with vIDM Services Enabled
When integration with vIDM is enabled, you are redirected to the VMware 

Identity Manager login page for authentication.

 Default NSX-T GUI Login Screen
The default login page can also appear if integration with vIDM is 

configured, but vIDM is down or not reachable at the time of the login for 

whatever reason. See Figure 8-11.

Figure 8-10. vIDM with NSX-T integration (NSX-T side) verification
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 Local Login When VIDM Is Enabled
You can log in using a local user, thereby bypassing the vIDM 

(troubleshooting or administration). See Figure 8-12. Browse to the 

following URL:

https://<NSX_Manager_FQDN>/login.jsp?local=true.

Figure 8-11. Default login page on NSX-T (vIDM not reachable)
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 NSX-T LDAP Integration
This section explains the integration between LDAP and NSX-T.

 LDAP
LDAP is a protocol for accessing and managing distributed directory 

services. Distributed directory services are used to store information about 

users and groups, the network infrastructure, and network services. NSX-T 

supports Active Directory over LDAP and OpenLDAP.

Figure 8-12. Default login page on NSX-T (vIDM reachable but local 
login URL is used)
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 LDAP and NSX-T Integration Benefits
Integrating LDAP with NSX-T makes it possible to use the existing directory 

service infrastructure. You don’t have to deploy the vIDM appliance. 

Besides these benefits, the integration is also simple to configure and easy 

to manage.

 LDAP Authentication and NSX-T
When LDAP is integrated successfully with NSX-T, users are authenticated 

using the LDAP database’s user information.

The authentication is shown in Figure 8-13 with these steps described:

 1. A user initiates a login request from the browser.

 2. The NSX-T Manager receives this login request and 

creates an LDAP bind request to the identity source 

(for example, Active Directory).

 3. The identity source then returns an LDAP bind 

response to the NSX-T Manager.

 4. Based on the LDAP bind response, the NSX-T 

Manager authenticates the user and displays the 

NSX-T home page or displays an authentication 

error.

Figure 8-13. LDAP authentication steps
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 Identity Source Configuration
You can add a new identity source by navigating to System ➤ Settings ➤ 

Users and Roles ➤ LDAP. See Figure 8-14.

When you configure a new LDAP identity source, you can specify the 

parameters outlined in Table 8-6.

Figure 8-14. LDAP identity source

Table 8-6. LDAP Identity Source Configuration Parameters

Parameter Description

name A name for the identity source.

Domain name the domain you want to add as an identity source.

type Active Directory over LDAP and OpenLDAP are both 

supported identity source types to choose from.

LDAP Server Specify the connection settings to your LDAP server.

Base Dn Defines the (starting) point from where a server searches 

for users.
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 LDAP Server Configuration
To configure the LDAP server, you need to specify the mandatory fields 

when configuring the identity source. When you click on Set, you can 

configure the LDAP server.

When you configure a new LDAP server, you can specify the 

parameters outlined in Table 8-7.

To verify that you can connect to the LDAP server, click Check Status, 

as shown in Figures 8-15 and 8-16.

Table 8-7. LDAP Server Configuration Parameters

Parameter Description

hostname/IP the fully qualified domain name or IP address of the LDAP 

server. For LDAPS configurations, the FQDn must match the 

hostname in the LDAP server certificate.

LDAP Protocol Select LDAP (unsecured) or LDAPS (secured).

Port the default LDAP port 389 and LDAPS port 636 are used for 

the directory sync. You should not change the default values.

Use StarttLS this is available only for the LDAP protocol. SSL/tLS is used to 

establish a secure connection.

Certificate If the LDAPS or the UseStarttLS options are configured, you 

can select the ShA-256 thumbprint that is suggested by nSX-t 

Manager or you can enter an ShA-256 thumbprint manually.

Bind identity the (AD) domain account with read permission for all objects 

in the domain tree.

Password the password for the (AD) bind identity account.
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 GUI Login Using LDAP
You log in as an Active Directory or as an OpenLDAP user by specifying the 

domain name on the NSX login page. See Figure 8-17.

Figure 8-15. LDAP server configuration (1)

Figure 8-16. LDAP server configuration (2)
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 Role-Based Access Control (RBAC)
This section discusses the role-based access control (RBAC) features 

offered by NSX-T.

 NSX-T User Account Types
You can log into NSX-T using a local user, users managed by vIDM or 

Active Directory, and OpenLDAP users.

Note vIDM can also use Active Directory (LDAP) as an identity 
source.

 Policy Management, Access, and Authentication
User access and the authentication policy management is different 

for local users and for external users. These differences are outlined in 

Table 8-8.

Figure 8-17. NSX login page (Active Directory or OpenLDAP user)

ChAPtER 8  AUthEntICAtIOn AnD AUthORIzAtIOn

WOW! eBook 
www.wowebook.org



239

 Local NSX-T Users
By default, NSX-T is preconfigured with two built-in users—admin and 

audit (Figure 8-18). The NSX-T Manager and NSX-T Edge transport nodes 

also have a preconfigured root user for CLI access.

Table 8-8. Authentication Policy Management

Local users this account type has access to the nSX-t Manager through all 

available interfaces: CLI, API, and UI.

this authentication policy is configured directly from the nSX-t 

Manager CLI.

Users managed 

by vIDM

this account type can access the nSX-t Manager through the 

CLI and UI.

the authentication policy is configured from the vIDM 

administration console.

vIDM users can access/authorize the nSX-t API as well.

Active Directory 

and OpenLDAP 

users

this account type can access nSX-t Manager through the CLI 

and UI.

this authentication policy is configured from the Active Directory 

or OpenLDAP.

AD/OpenLDAP users can access/authorize the nSX-t API as well.

Figure 8-18. Local NSX-T users
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 Password Change

When you use the NSX-T CLI, you can change the password for (local) 

admin and audit users using the following command:

set user <username> [password <password> [old-password <old- 

password>]]

The password needs to meet the following requirements:

• At least 12 characters in length

• At least one uppercase character

• At least one lowercase character

• At least one numeric character

• At least one special character

 Authentication Policy Settings Configuration

You can change the authentication policy settings for local users using the 

NSX CLI. The commands are listed in Table 8-9.
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 Authentication Policy Setting Configuration 
for VIDM Users
You can configure the authentication policy settings for vIDM users. In the 

vIDM administration console, navigate to Identity & Access Management 

➤ Policies. See Figure 8-19.

Table 8-9. Authentication Policy Settings Change Commands

Action Commands

Set the minimum 

password length

set auth-policy minimum-password- length 

<password-length>

Set the GUI and API 

authentication policies

set auth-policy api lockout-period  

<lockout-period>

set auth-policy api lockout-reset- period 

<lockout-reset-period>

set auth-policy api max-auth- failures  

<auth-failures>

Set the CLI 

authentication policy

set auth-policy cli lockout-period  

<lockout-period>

set auth-policy cli max-auth- failures  

<auth-failures>
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 Authentication Policy Setting Configuration 
for LDAP Users
You can use standard Windows or Linux tools to configure the 

authentication policy settings for Active Directory and OpenLDAP users. 

See Figure 8-20.

Figure 8-19. Authentication Policy Settings

Figure 8-20. Windows tool to configure the authentication  
policy settings
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 Default Roles

NSX-T provides the built-in roles described in Table 8-10.

Table 8-10. NSX-T Default Roles

Role Description

Auditor Read permissions on all features

Enterprise Administrator Full access permissions on all features

Load Balancer Administrator Read permissions on all networking services and 

full access permissions on load-balancing  features

Load Balancer Auditor Read permissions on all networking services and 

load- balancing features

network Engineer Full access permissions on all networking services

network Operator Read permissions on all networking services 

and execute permissions on monitoring and 

troubleshooting tools

Security Engineer Full access permissions on all security 

configurations

Security Operator Read permissions on all security configurations 

and execute permissions on monitoring and 

troubleshooting tools

GI Partner Administrator Role used for third-party endpoint protection 

service insertion

netx Partner Administrator Role used for third-party network Introspection 

service insertion

VPn Administrator Read permissions on all networking services and 

full access permissions on VPn features
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 Role Assignment for Local Users

The local users are preconfigured with specific roles that cannot 

be modified. The admin user is preconfigured with the Enterprise 

Administrator role. The audit user is preconfigured with the Auditor role.

Figure 8-21 shows an example with the audit user, where I cannot add 

an additional Tier-1 gateway.

 Role Assignment for vIDM Users

You can add, change, or delete role assignments for vIDM users or user 

groups with the steps outlined in Table 8-11. See Figure 8-22.

Table 8-11. Role Assignment Configuration Steps (vIDM)

Step Description

1 In the nSX-t GUI, select System ➤ Settings ➤ Users and Roles ➤ Users.

2 Click Add and select Role Assignment for VIDM.

3 Search for the users or user groups that you want to assign the roles to.

4 Select a role or roles and click Save.

Figure 8-21. Audit user role assigned
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 Role Assignment for LDAP Users

You can add, change, and delete role assignments for LDAP users or user 

groups with the steps outlined in Table 8-12. See Figure 8-23.

Figure 8-22. Role assignment to user (vIDM)

Table 8-12. Role Assignment Configuration Steps (LDAP)

Step Description

1 Select System ➤ Settings ➤ Users and Roles ➤ Users.

2 Click Add and select Role Assignment for LDAP.

3 Select the identity source.

4 Search for the users or user groups that you want to assign the roles to.

5 Select a role or roles and click Save.

Figure 8-23. Role assignment to user (LDAP)
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 Summary
In this chapter, you learned the purpose of the VMware Identity Manager 

(vIDM), LDAP, and integration with NSX-T. You also learned about NSX-T’s 

local accounts and how to map different roles to different sources (vIDM 

and LDAP) in order to assign rights based on policies.

The next chapter explains NSX-T Federation.
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CHAPTER 9

NSX-T Federation
This chapter explains how to use NSX-T stretched networking and 

stretched security features across multiple sites via NSX-T Federation.

 NSX-T Federation
NSX-T Federation provides multisite network and security functionality 

for different data center locations. The number of sites that are supported 

may be different based on the NSX-T release and can be checked from the 

website https://configmax.vmware.com/. For NSX-T 3.0, this is three sites 

and for NSX-T 3.1, this is four sites.

The multiple sites can be adopted for several use cases:

• Providing high availability for your applications

• Providing a better application response time

• Providing the most cost-effective hosting solution 

depending on how critical the applications are

• Providing a unified network and security configuration 

during mergers or acquisitions

 NSX-T Federation Use Cases
NSX-T Federation helps deliver a cloud-like operating model by 

simplifying the consumption of networking and security constructs.
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With NSX-T Federation, you can simplify your operations and 

management because you have a consistent network and security policy 

configuration.

 Policy Consistency and Simplification 
of Operations
NSX-T Federation introduces new components and objects. The NSX-T 

Manager node that we are used to is now called a Local Manager (LM) and 

a new NSX-T Manager type is introduced, called a Global Manager (GM).

The GM is a centralized console that enables you to view and configure 

the Federation services from a single management user interface.

NSX-T Federation provides operational simplicity and consistent 

policy configuration. You can manage the network as a single entity while 

keeping configuration and operational state synchronized across multiple 

locations.

Security policies attach and move with the workload, ensuring that 

policy compliance is maintained during workload failover or migration 

between locations.

The stretched objects (such as a stretched Tier-0 or Tier-1 gateway) 

currently do not support all the features that (local) Tier-0 or Tier-1 

gateways support. This may change in future releases.

The services that are not supported on a stretched (Federated) Tier-0 

or Tier-1 gateway include:

• ID-FW, L7-FW, and IDS

• Load balancing

• VPN

• L2-bridge

• Service insertion/guest introspection

• VRF Lite
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 NSX-T Federation Components
This section elaborates on the NSX-T Federation components and 

discusses how these components interact.

 Global Manager (GM)

The GM provides the GUI and the REST APIs to configure (stretched) 

objects across multiple geographical locations.

A single standalone GM node spans multiple locations, but it’s 

primarily hosted on one site, with capabilities to protect against failures.

The GM offers the ability to perform global configurations that can 

span multiple locations or a single location. Any global configuration is 

pushed to the relevant LMs to complete the configuration of the stretched 

objects. Configuration that needs protection against location failures must 

be configured in a GM.

 Local Manager (LM)

The LM manages a single location (not stretched). The GUI and API access 

are available by using the LM virtual IP address.

The LM realizes any global configuration that is sent by the GM. The 

LM will still accept user configuration that is required for the local location 

with the local objects. The LM owns the infrastructure preparation and 

configuration of the host and edge transport nodes, transport zones, IP 

pools, etc.

 GM vs LM Components

The different capabilities of the GM and LM are listed in Table 9-1. See 

Figure 9-1.
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Table 9-1. GM vs LM Capabilities

GM LM

deployed in the VM form factor X X

include a global control plane - -

deployed as a cluster in each location for high availability and 

scalability

- X

override selective global objects that GM creates - X

deployed as a standby cluster in another location for high availability. X -

Figure 9-1. Global and Local Manager positioning
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 Multi-Site Federation View

Figure 9-2 shows three locations with a GM that are deployed in a cluster. 

That cluster consists of standalone VMs deployed in a single location with 

a standby cluster on another site in case of any failures. Each location has 

an LM cluster deployed. Each location is also managed independently 

with a dedicated vCenter server; the vSphere clusters are local to the site 

and are not stretched.

Another way of deploying the GMs is to spread them across three 

locations, whereby each location hosts one GM instance. In order to do 

this, the latency between the three sites needs to be below 10 milliseconds. 

See Figure 9-3.

Figure 9-2. GM clustering option
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 NSX-T Federation Consumption Methods
With NSX-T, you can configure both the GM and the LM. The Global 

Manager cluster receives the “global configuration” and the Local Manager 

cluster receives the “local configuration.” When a configuration is made in 

the Global Manager that involves federated objects, that configuration is 

pushed to the Local Manager cluster as well. See Figure 9-4.

Figure 9-3. GM site local option
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 LM Configuration Ownership
The LM owns the network objects that it creates, such as Tier-0 and Tier-1 

gateways, segments, segment profiles, etc. All these (local) objects can be 

configured from the LM. Only the LM can modify and delete these (local) 

objects. Objects are not visible to the GM.

The LM always manages the Fabric, such as the host transport nodes, 

edge transport nodes, transport zones, etc. The LM completely owns the 

preparation of the infrastructure. Only the LM can create, modify, or delete 

these infrastructure components or objects.

Figure 9-4. GM and LM consumption methods
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 GM Configuration Ownership
The GM owns the network objects that it creates, such as stretched Tier- 0 

and Tier-1 gateways, stretched segments, etc. All these (global objects) 

can be configured from the GM. Only the GM can modify or delete these 

(global) objects. The objects created by the GM are visible to the LM, but 

are in read-only mode.

 LM Configuration
The configuration of the Local Manager (LM) is described with the 

following steps (Figure 9-5):

 1. A user can send the configuration to each location 

LM as required.

 2. Each LM (cluster) stores the configuration locally.

 3. There is no configuration sent to the GM.
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 GM (Federation) Configuration
The configuration of the Global Manager (GM) is described in the 

following steps (Figure 9-6):

 1. The user sends the configuration to the GM.

 2. The GM sends it to the relevant LMs.

Note Some of the sites may not participate in the NSX-t Federation 
configuration, which means that the LM local to this site will not 
receive any configuration details from the GM.

Figure 9-5. LM configuration flow
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 GM (Federation) Initial Configuration Steps

In the configuration example, networks are created and realized only in 

two locations (Site 1 and Site 2) (Figure 9-7):

• The Tier-0 and Tier-1 gateways are stretched across Site 

1 and Site 2.

• The Blue-Segment associated with Tier-1 is also 

stretched to Site 1 and Site 2.

• Two virtual machines (Virtual Machine 1 and Virtual 

Machine 2) are connected to the Blue-Segment.

• This configuration is created on the GM and the LMs 

across (two) locations.

Figure 9-6. GM configuration flow
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 1. When submitting any configuration to the GM 

cluster in Site 1, this GM stores the configuration 

locally.

 2. The GM then pushes the configuration to the 

LM clusters of Site 1 and Site 2 because the 

configuration is intended only for them.

 3. The configuration is not sent to LM of Location 3, 

because the (stretched) objects are not associated 

with the configuration in Location 3. See Figure 9-8.

Figure 9-7. Stretched network across two sites
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 1. The LMs of each location learn the control plane 

information of the intended configuration.

 a. The LM does not update the control plane 

information to the GM, because the GM stores only 

configuration.

 b. The GM GUI enables you to see the inventory of all 

locations by querying the relevant LMs.

 c. In this example, the control plane of the LM in each 

location learns the IP and MAC information of the 

virtual machines associated with the Blue-Segment.

Figure 9-8. Configuration steps (1)
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 2. The LMs of each location initiate the sync to 

exchange the control plane configuration of the 

topology.

 3. Each LM stores the information of the topology 

discovered through the sync operation. The control 

plane of the LM in each location has the IP and MAC 

information of all the virtual machines associated 

with Blue- Segment across Site 1 and Site 2. See 

Figure 9-9.

 GM (Federation) Greenfield

This section discusses how to deploy NSX-T Federation in a greenfield 

environment.

Figure 9-9. Configuration steps (2)
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Prerequisites

Before you can deploy NSX-T Federation, you need to follow the 

prerequisites listed in Table 9-2.

Onboarding

You need to connect an LM to a GM to enable the Federation functionality. 

This is done using the following steps:

 1. Establish connectivity and mutual authentication 

between the GM and the LM.

 2. Optionally, you can configure RTEPs to permit the 

stretching of networks between sites.

The onboarding process is repeated a few times for each site until all 

the sites are registered. The onboarding process does not affect existing 

workloads operated by the LMs.

Table 9-2. NSX-T Federation Prerequisites

Site-to-site traffic the latency (rtt) should be less than 150 ms between 

two sites.

ip and firewall 

connectivity

For the management traffic between the GM and the LM.

For the data plane traffic between edge transport nodes 

(rtep).

No Nat on remote tunnel endpoints (rteps).

WaN bandwidth 

requirement

No congestion for the management plane (GM-LM traffic).

No congestion for the data plane.

WaN MtU requirement an MtU of 1700 bytes or more to avoid the edge 

transport node rtep traffic fragmentation.
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The First Location

For the first location (Site 1), you need to perform the following tasks:

• Deploy the LM and finish the required configuration.

• Deploy the GM.

• Complete the initial wizard to prepare the location for 

Federation:

• The LM is linked to the GM.

• A name is selected for the first location and the 

corresponding location object is created.

• An (local) edge cluster, in charge of traffic across 

locations, is selected or deployed.

• Optionally prepare the RTEP interfaces for all 

cluster members.

Additional Locations

For the remaining subsequent locations (Location n), complete these 

tasks:

• All the subsequent LMs can join the GM.

• A name is selected for each location and the 

corresponding location object is created.

• A (local) edge cluster is selected or deployed for each 

location to enable communication across locations.

• Optionally prepare the RTEP interfaces for all cluster 

members.
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 GM (Federation) GUI: Local Management Cluster

When you browse to the GM, the Location Manager tab provides you with 

information about the GM and LMs. The Location Manager view provides 

the GM node information and the Local Management cluster information 

across locations. See Figures 9-10 through 9-12.

Figure 9-10. (GM) Location Manager view (1)
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Figure 9-11. (GM) Location Manager view (2)

 GM (Federation) GUI: Location Manager

Figure 9-12. (GM) Location Manager view (3)
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 GM (Federation) GUI: Location Selector

Use the Location Selector menu to select the GM or different LMs, as 

shown in Figure 9-13.

 GM (Federation) GUI: System Overview

The System Overview tab provides you with a complete overview of the 

Federation onboarded locations, as shown in Figure 9-14.

Figure 9-13. (GM) Location selector
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 NSX-T Federation Networking
This section describes the stretched networking concepts in NSX-T 

Federation and explains the supported Tier-0 and Tier-1 gateway stretched 

topologies. It also describes the Tier-0 and Tier-1 gateway deployment 

modes in a multi-location scenario and explains the Layer-2 and Layer-3 

packet walks in some deployment models.

 NSX-T Federation Stretched Networking
NSX-T Federation supports stretching the Tier-0 and Tier-1 gateways and 

segment networking objects across multiple locations.

The services that are supported on a stretched Tier-1 gateway are NAT, 

gateway firewall, IPv6, DHCP, and DNS. See Figure 9-15.

Figure 9-14. (GM) system overview
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The GM can stretch the Tier-0 and Tier-1 gateways across multiple 

locations, where all segments that are connected by using the downlink 

port are automatically stretched.

The edge transport nodes are used to forward cross-location traffic. 

This method eliminates the requirement for tunnels between the 

hypervisors across the different locations. The edge transport nodes that 

provide cross-location communication use RTEP interfaces.

LMs create Remote Tunnel Endpoints (RTEPs) on the edge transport 

nodes to route the traffic across sites. NSX-T does not encrypt the traffic, 

but you can encrypt this cross-location traffic (on the physical network 

level). See Figure 9-16.

Figure 9-15. Stretched networking
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 Logical Topologies with Tier-0 and Tier-1 
Gateways
The GM supports stretch networks for cross-location communication and 

non-stretch networks for a local location.

The GM supports Tier-0 and Tier-1 gateways that are not stretched and 

that are local to a location. Segments that are associated with the Tier-0 

and Tier-1 gateways are also not stretched and are local to a location. The 

span of a segment is equal to the span of the Tier-0 and Tier-1 gateways. 

See Figure 9-17.

Figure 9-16. Remote tunnel endpoints (on edge transport nodes)

Figure 9-17. Non-stretched networks
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The GM also supports Tier-0 and Tier-1 gateways that can be stretched 

to all or a subset of the locations. The segments associated with stretched 

Tier-0 and Tier-1 gateways are also stretched to the same span. The span of 

a segment is equal to the span of Tier-0 and Tier-1 gateway.

If you run a Tier-1 gateway without any services (also called DR-only), 

the span of T1 is equal to the span of T0. See Figure 9-18.

A stretched Tier-0 gateway can connect to a non-stretched Tier-1 

gateway, if the scope of the Tier-1 gateway is equal to or a subset of the 

Tier-0 gateway.

In Figure 9-19, the spans of the Tier-0-stretched gateway and the 

Tier-1-stretched gateway are not the same. This is not possible. The span 

of the Tier-1-non-stretched is a subset of the Tier-0-stretched span. This 

connection is possible.

Figure 9-18. Stretched networks
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 Tier-0 and Tier-1 Gateway Deployment Rules
A Tier-0 gateway can be deployed in Active/Active (A/A) mode in each 

location. A Tier-1 gateway can only be deployed in Active/Standby (A/S) 

mode in each location.

A Tier-0 and Tier-1 gateway can be stretched across multiple locations. 

Each location can be configured in PRIMARY and SECONDARY for a Tier-0 and 

Tier-1 gateway.

The edge transport nodes (in an edge cluster) in each location back up 

the Tier-0 and Tier-1 gateways.

You must configure RTEPs on the edge transport nodes if you want the 

workloads to communicate across the different locations.

For the segments that are connected to a Tier-0 or Tier-1 gateway, the 

edge cluster must be available for the stretching segments.

Figure 9-19. Span capabilities of stretched networks
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 Tier-0 and Tier-1 Single Location Deployments
The GM supports the Tier-1 gateway that is deployed in Active/Standby 

mode in a location. One edge transport node is active, and one edge 

transport node is in standby. The traffic ingresses or egresses from the 

active edge transport node of the cluster (and not from the standby edge 

transport node).

The GM also supports a Tier-0 gateway that is deployed in Active/

Active mode in a location. All edge transport nodes are active. The traffic 

will ingress or egress from all the active edge transport nodes of the cluster. 

See Figure 9-20.

Figure 9-20. Single location Active/Standby
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 Tier-0 and Tier-1 Multi-Location Deployments
A location is defined and configured as either primary or secondary. 

When you are using the primary and secondary deployment model, only 

one location can be configured as primary and all other locations are 

secondary.

Tier-0 and Tier-1 gateways can be deployed in primary and secondary 

(P/S) locations. The traffic moves to a Tier-0 gateway from a Tier-1 gateway 

and segments are contained inside the location. Only one location is active 

to send northbound egress traffic for a destination toward the physical 

network. This is illustrated in Figure 9-21, where Site 1 is used as the 

primary location and Sites 2 and 3 are the secondary locations.

The Tier-0 gateway can be deployed in all primary locations mode. 

Traffic to the Tier-0 gateway from the Tier-1 gateway and segments is 

contained in the location. All locations are active to send northbound 

egress traffic toward the physical network. This is illustrated in Figure 9-22, 

where Sites 1, 2, and 3 are all used as primary locations.

Figure 9-21. Multi-location primary/secondary
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 Tier-0 Multi-Location Stretched Modes
In Figure 9-23, the Tier-0 gateway is deployed in Active/Active mode 

in primary/secondary locations. For each location, two or more edge 

transport nodes can be in active mode. Active edge transport nodes in 

both primary and secondary locations can receive southbound traffic for 

their respective locations. Only the primary locations that have active edge 

transport nodes can send the northbound traffic of both locations.

The Tier-0 gateway does not support services in this deployment 

mode, but stateless NAT can be used.

Site 1 is primary, and Site 2 is secondary, where the stretched Tier-0 

gateway is deployed in Active/Active mode for both locations. The RTEP 

IPs are configured on the edge transport nodes of all locations. Edge 

Transport Nodes 1 and 2 at Site 2 egress northbound traffic to either Edge 

Transport Node 1 or Edge Transport Node 2, or both on Site 1.

Figure 9-22. Multi-location all-primary
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In Figure 9-24, the Tier-0 gateway is deployed in Active/Active mode 

in “all primary mode” across the locations. For each location, two or more 

edge transport nodes can be in active mode. Active edge transport nodes 

in both primary and secondary locations can receive both northbound 

and southbound traffic for their respective locations. This configuration is 

also called Active/Active Local Egress. The Tier-0 gateway does not support 

services in this deployment mode, but stateless NAT can be used.

In Figure 9-24, both locations are primary where the Tier-0 gateway 

is deployed in Active/Active mode for both locations. In this use case for 

local egress, all Tier-0 gateways route the northbound traffic locally to the 

local network.

Figure 9-23. Multi-location primary/secondary (sites) plus active/
active edges)
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 Tier-1 Multi-Location Stretched Modes
In Figure 9-25, the Tier-1 gateway is deployed without any services. This is 

also called DR-only-mode. The Tier-1 gateway is deployed without services 

in all locations. Only the Distributed Router (DR) is created; the service 

router (SR) does not exist. Tier-1 gateways will route the northbound traffic 

directly to T0-stretched gateway on the hypervisor.

Workloads are connected to the T1-stretched gateway across locations. 

The communication happens through the edge transport nodes (using the 

RTEP interfaces) configured for L2 Stretch.

The T1-no-services gateway does not require edge transport nodes for 

routing, but the edge is required for L2 stretching. See Figure 9-25.

Figure 9-24. Multi location all-primary (sites) + active/active edges)
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In Figure 9-26, the Tier-1 gateway is deployed in Active/Standby mode 

in the primary/secondary mode across locations. Services are enabled on 

the Tier-1 gateway in this deployment mode. The active edge transport 

nodes in both primary and secondary locations can receive southbound 

traffic for their respective locations.

Only the primary location’s active edge transport node can send the 

northbound traffic of both locations to the stretched Tier-0 gateway. See 

Figure 9-26.

Figure 9-25. Stretched Tier-1 DR-only (no services)
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 Remote TEP (RTEP)
I have mentioned the term RTEP a few times now, but what is an RTEP 

exactly?

An RTEP is the edge transport node IP address that is used for 

remote edge transport node communication. The RTEPs use Geneve 

encapsulation for communication. Fragmentation on RTEP interfaces is 

allowed. However, for best performance, do not use fragmentation and 

try to configure an MTU of 1700 bytes between the full path of the edge 

transport nodes.

Figure 9-26. Stretched Tier-1 (with services)
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 Stretched Layer-2 Network
Cross-location Layer-2 (broadcast domain) communication is provided by 

the edge transport nodes of an edge cluster in each location.

The reason to use this method is to avoid managing many tunnels and 

BFD sessions between all the hosts across locations.

The L2 stretched communication steps are described here:

 1. The source ESXi host sends frames to the edge 

transport node (TEP-to- TEP communication).

 2. The source edge transport node forwards a frame to 

the destination edge transport node (RTEP-to-RTEP 

communication).

 3. The destination edge transport node forwards a 

frame to the destination ESXi host (TEP-to-TEP 

communication).

 Stretched Layer-2 Network VNI Mapping
When the GM creates a stretched segment, the GM requests each LM to 

create a local segment. This means that the VNI selection is local to the LM 

and can be a different VNI. The GM selects the VNI for RTEP. The LM does 

the TEP-VNI:RTEP-VNI mapping and this mapping is available only in edge 

transport nodes.

 Stretched Layer-2 Packetwalk
The example in Figure 9-27 shows specific edge transport nodes in the 

Active/Standby mode with segment (Layer-2) stretching.

Virtual Machine 1 on Host Transport Node 1 in Site 1 needs to send a 

packet to Virtual Machine 2 on Host Transport Node 2 in Site 2.
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The steps are described here:

 1. Virtual Machine 1 forwards the remote MAC packet 

to Edge Transport Node 1 (Site 1) over the TEP 

interface (VNI 4001).

 2. Edge Transport Node 1 (Site 1) forwards the packet 

to Edge Transport Node 1 (Site 2) over RTEP (VNI 

6001).

 3. Edge Transport Node 1 (Site 2) forwards the packets 

to Host Transport Node 2 over TEP (VNI 5001).

 Local Egress Example

Figure 9-28 shows an example of the Layer-3 packet walk, where Site 1 and 

Site 2 are both configured as primary.

The figure also shows the logical and physical representation of the 

Tier-0 gateway deployed in Active/Active mode.

The Tier-1 gateway is deployed without services (DR-only). This means 

that the SR components are not created.

Figure 9-27. Packetwalk diagram
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Because both the locations are configured as primary, each location 

can send northbound egress traffic toward the physical network.

Within each location, the edge transport nodes are in Active/Active 

configuration, so in Site 1, the Edge Transport Nodes 1 and 2 are active and 

in Site 2, the Edge Transport Nodes 1 and 2 are active.

Virtual Machine 1 resides on Host Transport Node 1 (Site 1) and 

Virtual Machine 2 resides on Host Transport Node 2 (Site 2).

Each host transport node sends the traffic to its local edge transport 

node.

Virtual Machine 1 on Host Transport Node 1 in Site 1 is trying to access 

the Internet. The Tier-0 gateway is configured in Active/Active mode, and 

the Tier-1 gateway is deployed without services (DR-only).

Figure 9-28. Local egress diagram

Chapter 9  NSX-t FederatioN

WOW! eBook 
www.wowebook.org



280

The following steps describe how Virtual Machine 1 will reach the 

Internet:

 1. The traffic from Virtual Machine 1 is sent to the 

Tier1-DR gateway component on Host Transport 

Node 1.

 2. The Tier1-DR gateway component routes the traffic 

to the Tier-0-DR gateway component on the same 

Host Transport Node 1.

 3. The Tier-0-DR gateway component sends the traffic 

to the Tier-0-SR gateway components on Edge 

Transport Node 1 or Edge Transport Node 2, or both 

(Site 1).

 4. The Tier-0-SR gateway components on Edge 

Transport Node 1 and Edge Transport Node 2 route 

the traffic to upstream routers (the Internet).

When there are multiple TCP network streams (egress), the load 

will be balanced through the Tier-0 SR gateway components on Edge 

Transport Node 1 and Edge Transport Node 2 (Site 1), but only one single 

TCP network stream can ingress to any of the single Tier-0 SR gateway 

components. See Figure 9-29.
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 Primary Location Example

Figure 9-30 shows an example where Site 1 is configured as primary and 

Site 2 is configured as secondary.

The figure also shows the logical and physical representation of the 

Tier-0 gateway deployed in Active/Active mode.

The Tier-1 gateway is deployed without services (DR-only) and a 

SR component is not created. In this configuration, only Site 1 can send 

northbound egress traffic. Within each location, the edge transport nodes 

are in Active/Active configuration. In Site 1, Edge Transport Nodes 1 and 2 

are active and in Site 2, Edge Transport Nodes 1 and 2 are also active.

Virtual Machine 1 resides on Host Transport Node 1 located in Site 1, 

and Virtual Machine 2 resides on Host Transport Node 2 located in Site 2.

Each ESXi node sends the traffic to its local edge transport node.

Figure 9-29. Local egress packetwalk
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Now let’s assume that Virtual Machine 1 in Site 1 needs to 

communicate with the Internet.

The steps for Virtual Machine 1 to reach the Internet are listed here:

 1. The traffic from Virtual Machine 1 is sent to the Tier-

1-DR gateway component on Host Transport Node 1.

 2. The Tier-1-DR gateway component routes the traffic 

to the Tier-0-DR gateway component on the same 

Host Transport Node 1.

 3. Tier-1-DR gateway component sends the traffic 

to the Tier-0-SR gateway components on Edge 

Transport Node 1 or Edge Transport Node 2, or both 

(Site 1).

 4. The Tier-0-SR gateway components on Edge 

Transport Node 1 and Edge Transport Node 2 

(Site 1) route the traffic to upstream routers (the 

Internet).

Figure 9-30. Primary location diagram
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Figure 9-31. Primary location packetwalk (Internet access) (1)

Now let’s assume that Virtual Machine 2 in Site 2 needs to 

communicate with the Internet.

The steps for Virtual Machine 2 to reach the Internet are listed here:

 1. The traffic from Virtual Machine 2 is sent to the  

Tier-1-DR gateway component on Host Transport 

Node 2.

 2. The Tier-1-DR gateway component routes the traffic 

to the Tier-0-DR gateway component on the same 

Host Transport Node 2.

 3. The Tier-0-DR gateway component sends the traffic 

to the Tier-0-SR gateway components on Edge 

Transport Node 1 or Edge Transport Node 2 (Site 2), 

or both.
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 4. The Tier-0-SR gateway components of Edge 

Transport Node 1 and Edge Transport Node 

2 forward the traffic to the Tier-0-SR gateway 

components situated in Edge Transport Nodes 1 

and 2 (Site 1).

 5. The Tier-0-SR gateway components on Edge 

Transport Node 1 and Edge Transport Node 2 

(Site 1) route the traffic to upstream routers (the 

Internet). See Figure 9-32.

Now let’s assume that Virtual Machine 1 at Site 1 needs to 

communicate with the database server in Site 2.

Figure 9-32. Primary location packetwalk (Internet access) (2)
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The steps for Virtual Machine 1 (Site 1) to reach the database server 

(Site 2) are listed here:

 1. The traffic from Virtual Machine 1 is sent to the Tier-

1-DR gateway component on Host Transport Node 

1.

 2. The Tier-1-DR gateway component routes the traffic 

to the Tier-0-DR gateway component on the same 

Host Transport Node 1.

 3. The Tier-0-DR gateway component sends the traffic 

to the Tier-0-SR gateway components on Edge 

Transport Node 1 or Edge Transport Node 2, or both 

(Site 1).

 4. The Tier-0-SR gateway components of Edge 

Transport Nodes 1 and 2 (Site 1) forward the traffic 

to the Tier-0-SR gateway components situated in 

Edge Transport Nodes 1 and 2 on the other side  

(Site 2).

 5. The Tier-0-SR gateway components on Edge 

Transport Nodes 1 and 2 (Site 2) route the traffic 

to upstream routers to reach the destination (the 

database server). See Figure 9-33.
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In this last scenario, let’s assume that Virtual Machine 2 in Site 2 needs 

to communicate with the database server (Site 2).

The steps for Virtual Machine 2 (Site 2) to reach the database server 

(Site 2) are listed here:

 1. The traffic from Virtual Machine 2 is sent to the  

Tier-1-DR gateway component on Host Transport 

Node 2.

 2. The Tier-1-DR gateway component routes the traffic 

to the Tier-0-DR gateway component on the same 

Host Transport Node 2.

 3. The Tier-0-DR gateway component sends the traffic 

to the Tier-0-SR gateway components on Edge 

Transport Node 1 or Edge Transport Node 2 (Site 2), 

or both.

Figure 9-33. Primary location packetwalk (Database access) (1)
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Figure 9-34. Primary location packetwalk (database access) (2)

 4. The Tier-0-SR gateway components on Edge 

Transport Nodes 1 and 2 (Site 2) route the traffic to 

the upstream routers to reach the destination (the 

database server). See Figure 9-34.

 NSX-T Federation Security
This section explains the NSX-T Federation security use cases and 

describes the Federation security components with the security 

configuration workflows related to NSX-T Federation.

 NSX-T Federation Security Use Cases
NSX-T Federation provides central security policy for data centers 

managed on-premises. This works for use cases such as data center 

extensions with a centralized pane, with the goal to provide consistency. 

NSX-T Federation extends to multiple sites/data centers.
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 NSX-T Federation Security Components
NSX-T Federation security uses the components outlined in Table 9-3.

 GM Firewall Policy
When you configure a security policy, you can use the settings listed in 

Table 9-4.

Table 9-3. NSX-T Federation Security Components

Component Description

rules the firewall rules are based on objects and tags instead of ip 

addresses.

policy the firewall policy includes one or more individual firewall rules.

Global groups the groups created by the GM.

Local groups the groups created by the LM.

tags the objects that can be tagged and searched by a specific 

location or can be defined globally and added to a global group.

regions the region is a collection of locations. each location that is added 

to the GM becomes a region by default. You can create custom 

regions if you want.

Table 9-4. GM Security Policy “Applied To” Specifics

applied to in the  

policy is set to dFW

all logical switch ports (virtual machines and 

containers) of the span receive the rules in that 

section.

applied to in the policy is 

set to Group

all group members (virtual machines and containers) 

receive the rules in that section.
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You can create a global security policy by navigating using the GM to 

Security ➤ East West Security ➤ Distributed Firewall. See Figure 9-35.

 GM Firewall Rules
When you configure a firewall rule, use the settings listed in Table 9-5.

You can create a global firewall rule by navigating using the GM to 

Security ➤ East West Security ➤ Distributed Firewall. See Figure 9-36.

Figure 9-35. Global Security Policy

Table 9-5. GM Firewall Rules “Applied To” Specifics

applied to in the policy is set 

to dFW

all logical switch ports (virtual machines and 

containers) of the span receive the rules within that 

section.

applied to in the policy is set 

to Group

all group members (virtual machines and containers) 

receive the rules within that section.
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 GM and LM Section Overlap
The GM and LM rules are displayed in a mixed way when you look at the 

LM Distributed Firewall section.

For GM and LM sections created in the same category, the GM sections 

are always at the top, as you can see in Figure 9-37.

You can see this by navigating using the LM to Security ➤ East West 

Security ➤ Distributed Firewall. See Figure 9-37.

The gateway firewall rules can also be created in the same category.

Figure 9-37. GM and LM firewall rules overlap

Figure 9-36. Global Firewall Rule
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Figure 9-38. Global groups

The GM and LM sections are individually created under the T0/T1 

gateway firewall and under the distributed firewall. The GM rules are 

always above the LM.

 Global Groups
The GM creates global groups. The global group types are either members 

owned by NSX-T or discovered members.

Members that are owned by NSX-T are GM-created groups or objects. 

Discovered members are LM-created objects that GM discovers on 

demand and tags later.

From the LM, the GM groups are visible. The LM groups are not visible 

from the GM, but can be requested.

You can use the GM to create, update, and delete global groups.

Both the GM and LM can read global groups ,but global groups cannot 

be used as nested members in LM-based policies.

 Global Groups GUI

You can create a global group by navigating using the GM to Inventory ➤ 

Groups. See Figure 9-38.
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 Regions
A region creates a focused group for security and networking policies.

Some regions are created automatically by default after the onboarding 

process in the GM. This is typically the site or location you have just 

onboarded, but if you want to have a subset of multiple regions, you need 

to create this region manually.

You can create a region by navigating using the GM to Inventory ➤ 

Regions.

In Figure 9-39, you see the regions that were configured by default 

when I onboarded the Federation sites to the GM.

In Figure 9-40, I manually created a region that consists of two sites.

Figure 9-39. Regions
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In Figure 9-41, you see the result of the region that I created manually.

 NSX-T Federation Security Tags
With the tag-based criteria, you can select local and global objects.

Figure 9-41. Manually created region with two sites (2)

Figure 9-40. Manually created region with two sites (1)
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Because the grouping behavior does not differentiate between local 

and global members, tag-based criteria can include local and global 

objects.

You can set the criteria inside the group. You can select the members 

and then select a tag to make an object a member of that group. See 

Figure 9-42.

 Federation Security Configuration Steps
The overall architectural steps (under the hood) that NSX-T Federation 

takes are described here (Figure 9-43):

 1. You send the configuration to the GM.

 2. The GM then sends the configuration to the LM for 

each location.

 3. The LM then forwards the configuration to the 

management plane/central control plane.

 4. The central control planes from each location then 

synchronize the configuration across all locations.

 5. Each central control plane pushes the consolidated 

configuration to the data plane (local for each site).

Figure 9-42. Group membership criteria
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Figure 9-43. NSX-T configuration steps

 GM Group Types and Span of Group Types
GM security groups fall into three types: Global, where all sites are 

stretched, Region, where a subset of the sites are stretched, and Local, 

where the group is not stretched but is local to a specific site.
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All these groups are created from the GM. See Figure 9-44.

The GM groups span is Global, Regional, or Local. The membership is 

Static or Dynamic.

The GM pushes groups to each LM in the span. For dynamic groups, 

each LM resolves its local members and updates (with the local objects it 

has to offer) other LMs that belong to the span. See Table 9-6.

Figure 9-45 shows a span of the groups.

Figure 9-44. GM security groups (global, regional, and local)
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Table 9-6. Span of Groups

Group 1 Global and stretched to all sites, that is, Sites 1, 2, and 3.

Group 2 region and only stretched to Site 1 and 2.

Group 3 only with Site 1 and local to Site 1.

Group 4 only with Site 2 and local to Site 2.

Group 5 only with Site 3 and local to Site 3.

Figure 9-45. Span of groups

 GM Group Rules
As you have seen, groups can be global or local. If a policy scope is local (for 

example, Site 1), the rules inside the policy should be limited to the same 

scope (Site 1). If a policy is global, the rules should be global (Sites 1, 2, and 3).
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Figure 9-46 shows an example where I configured firewall rules 

between a global group and a regional group, but there are also firewall 

rules between the two local groups.

 GM Group Span of Dynamic Members
The span of the group should always be more than the span of the objects 

that you associated with it.

In Figure 9-47, Group 2 contains a segment connected to the stretched 

Tier-1 gateway. This scope (stretched segment) has a larger scope than 

Group 2. This means Virtual Machine 3 will not contain the required 

policies (because it is not part of the group).

Figure 9-46. GM group firewall rules
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Figure 9-47. Group span with dynamic group members

 GM Group Based on a Virtual Machine Tag
Dynamic groups can contain virtual machine-based tags.

Figure 9-48 shows groups that are associated with virtual machine- 

based tags for dynamic membership. This will result in Virtual Machines 1, 

2, and 3 all becoming part of the group.
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Tags are applied to virtual machines even after the virtual machine is 

moved from one site to another using vMotion. This means that the group 

rules (and therefore the security policy) are intact. See Figure 9-49.

Figure 9-48. Group span with dynamic group members based 
on tags
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Figure 9-49. Group span with dynamic group members based on 
tags with security policy retention

 Summary
This chapter covered the NSX-T Federation concept, including its 

networking and security capabilities. NSX-T Federation provides network 

and security services stretched across multiple sites.

The next chapter discusses how NSX-T is used inside the commonly 

used VMware public cloud offerings (hyperscalers).

Chapter 9  NSX-t FederatioN

WOW! eBook 
www.wowebook.org



303© Iwan Hoogendoorn 2021 
I. Hoogendoorn, Multi-Site Network and Security Services with NSX-T,  
https://doi.org/10.1007/978-1-4842-7083-7_10

CHAPTER 10

Public Cloud 
Integration
This chapter explains how NSX-T is used inside the commonly used 

VMware public cloud offerings (hyperscalers) and the commonly used 

native public cloud providers.

 NSX-T on VMware Hyperscalers
This section explains what a VMware hyperscaler is and how NSX-T is used 

and implemented from a high level on the commonly used VMware public 

cloud offering.

 What Is a VMware Hyperscaler?
A hyperscaler from a VMware perspective is a public cloud environment in 

which VMware VCF is deployed using the infrastructure of a native public 

cloud provider.

The benefit of this offering is that a complete VMware VCF 

environment that manages your on-premises locations is now available in 

the public cloud.

This makes it easier to extend your applications to the public cloud 

using the same VMware virtual machine workload constructs. See 

Figure 10-1.
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VMware has partnered with some cloud providers to offer the 

“managed VMware SDDC” service.

The current largest public cloud providers that VMware has partnered 

with are AWS, Microsoft, and Google. Each cloud provider uses its own 

branded name (Figure 10-2). Table 10-1 shows the naming/branding of the 

largest public cloud providers for the hyperscalers.

Figure 10-1. Hyperscaler
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Figure 10-2. Public cloud providers for the hyperscalers

Table 10-1. Public Cloud Providers for the Hyperscalers

Public Cloud Provider Hyperscaler Name

google google Cloud VMware engine (gCVe)

aWS VMware Cloud on aWS (VMC on aWS)

Microsoft azure VMware Solution (aVS)
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VMware’s current hyperscaler partners can be found on this website 

(Figure 10-3):

https://www.vmware.com/asean/partners/work- with- partners/

hyperscalers.html

 VMware Hyperscaler Use Cases
Use cases for a VMware hyperscaler are described in Table 10-2.

Figure 10-3. Hyperscaler partners of VMware

Table 10-2. VMware Hyperscale Use Cases

Use Case Description

data center expansion/

capacity burst/

maintenance

a VMware hyperscaler can be used if you need 

additional resources and you need them fast. additional 

resources can be desired when you suddenly need 

to expand, or if you need a place to host your virtual 

machines to keep your applications up and perform 

maintenance on your existing on-premises environment.

(continued)
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 NSX-T Deployment Footprint

The NSX-T deployments inside the different VMware hyperscaler offerings 

of GCVE, VMC on AWS, and AVS and their differences are described in 

Table 10-3.

Use Case Description

application proximity You can use a VMware hyperscaler when you want to 

offer your applications inside a specific country. When 

you keep the application access proximity close to a 

specific country, you may improve performance and 

maybe even save money.

data center migration a VMware hyperscaler can also be used when you want 

to decommission one or multiple on-premises data 

centers, and you need to migrate your application virtual 

machine workloads elsewhere.

disaster recovery You can also use a VMware hyperscaler as your disaster 

recovery (dr) site if you have any failures on-premises.

Table 10-2. (continued)
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Note You do not have control over the nSX-t deployment footprint 
in VMware hyperscaler environments; the nSX-t infrastructure 
lifecycle management is completely handled by VMware.

Table 10-3. NSX-T Deployment Footprint

GCVE VMC on AWS AVS

nSX-t Managers three nSX-t Manager nodes deployed

nSX-t edge transport 

nodes

two nSX-t edge transport nodes (VMs) deployed

nSX-t host transport 

nodes

this is either three or the maximum number of hosts 

allowed in the vSphere cluster

Connectivity methods 

between on-premises 

and off-premises

interconnect direct connect expressroute

nSX-t Management direct access to the 

nSX-t Manager

VMC console direct access 

to the nSX-t 

Manager

nSX-t release this can be different for each hyperscaler and is 

determined by the cloud provider

native cloud routers/

gateways

Cloud router tgW/VgW/dgW Vnet gateway

nSX-t gateways by default, one tier-0 gateway and one tier-1 gateway
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 NSX Cloud
This section explains what NSX Cloud is and discusses its main use cases.

 NSX Cloud Use Cases

NSX Cloud offers consistent networking and security for applications that 

are running on your on-premises data center and in the native public 

cloud.

When I say “native” public cloud, I am not referring to the VMware 

hyperscalers, but to the native AWS or Azure cloud environments.

Both AWS and Azure have their own way of configuring network and 

security features. The objects they use to offer network services are also 

completely different.

NSX Cloud places an additional layer on top so that networking and 

security will have the same look and feel that you are used to in NSX-T 

from an operational and management perspective.

In order to do this, some additional components are deployed on- 

premises and inside the native public cloud constructs.

Note at the time of this writing, only aWS and azure are supported 
by nSX Cloud. From azure, you can deploy the entire stack within a 
subscription without the need to have anything on-premises. (nSX-t 
Manager cluster and CSM are deployed in the resource group.)

 NSX Cloud Components

To deploy NSX Cloud, you need to run NSX-T on-premises and deploy 

a cloud services manager (CSM) and a public cloud gateway (PCG). See 

Figure 10-4.
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NSX-T Manager (Cluster)

The NSX-T Manager (cluster) is something you typically would already 

have running on-premises. If not, this is a prerequisite before you can 

deploy NSX Cloud.

NSX Cloud Service Manager

The purpose of the NSX Cloud Service Manager (CSM) is to provide 

a unified view between the running NSX-T state and the public cloud 

inventory. You will be able to onboard new VPCs (AWS) or VNETs (Azure) 

by automating the public cloud gateway deployment. You can also 

configure a default quarantine policy and perform lifecycle management 

tasks on the public cloud gateway and NSX agents.

Figure 10-4. NSX Cloud components
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There is a one-to-one mapping between the NSX Cloud Service 

Manager and the NSX-T Manager.

NSX Public Cloud Gateway

The NSX public cloud gateway (PCG) provides north-south connectivity 

between the public cloud and the on-premises management components 

of the NSX-T data center.

The purpose of the PCG is to act as the local NSX control plane inside 

the public cloud. It performs an inventory discovery within VPC (AWS) 

or VNET (Azure) and it is responsible for configuring and adopting cloud 

tags.

With the PCG, you can also enforce a default quarantine policy and the 

PCG will act as an NSX edge gateway for north-south traffic when in the 

path (using NSX Enforced Mode only).

The PCG appliance is deployed in HA (Active-Standby) and is available 

as a public AMI in AWS or copied over as a VHD in Azure.

The preferred location to deploy the PCG is in the transit VPC (AWS) or 

VNET (Azure), but it can also be deployed in a regular VPC or VNET.

 Multi-Cloud Deployment

There are two deployment architectures in which you can use NSX 

Cloud—direct connectivity or a transit network with peering.

Deployment Architectures: Direct Connectivity

Figure 10-5 shows a deployment architecture that can apply AWS and 

Azure. The PCGs are deployed in the VPC/VNET and the workloads 

leverage the services offered by these PCGs.
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Deployment Architectures: Transit Network with Peering

Figure 10-6 shows a deployment architecture that can apply AWS and 

Azure. This time, the PCGs are deployed in the transit VPC/VNET and the 

workloads can be in another VPC/VNET dedicated to compute. That way, 

they leverage the services offered by these PCGs from a central point.

 Deployment Modes

The virtual machines inside the public cloud can use the network 

and security services offered by the public cloud gateway through two 

deployment models—cloud enforcement mode and NSX Tools mode.

Figure 10-6. Deployment architectures: transit network

Figure 10-5. Deployment architectures: direct
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Cloud Enforcement Mode

Cloud enforcement mode provides you with a common policy framework. 

NSX-T translates NSX policies to native cloud specific security policies. 

Translated security policies are subject to any cloud provider limits (scale, 

feature, etc.).

In this mode, no NSX Tools are deployed on the virtual machines. The 

granularity of control is at the VPC/VNET level and everything inside the 

managed VPC/VNET is managed unless it’s whitelisted.

The default quarantine policy does not apply in this mode.

Essentially, a replica of the security policy rules (configured in the 

NSX-T Manager) is not translated and programmed into AWS or Azure, 

based on their own security policy group and rule constructs.

NSX Tools Mode

NSX Tools mode provides a consistent policy framework where NSX 

policies are enforced within NSX Tools. The cloud provider limits do not 

apply here.

NSX Tools must be deployed on the virtual machines. The granularity 

of control is at each individual virtual machine level. Only tagged virtual 

machines are “managed”.

The default quarantine policy provides an additional layer of defense 

and whitelisting should be done through the CSM.

Essentially, all traffic coming from the public cloud native virtual 

machine is redirected to the PCG. The PCG uses the same security 

construct as was enforced by the NSX-T Manager.

 Deployment Steps

This section outlines the high-level deployment steps required to deploy 

NSX Cloud in an AWS and Azure public cloud. These steps will give you an 

overview and a good idea as to what is involved.
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On AWS

 1. Get a native AWS account.

 2. Deploy the NSX-T Manager node(s).

 3. Assign static IP addresses to the NSX Management 

nodes and the NSX Cloud Service Manager.

 4. Configure VIP for the NSX management cluster.

 5. Configure Forward and Reverse records for the NSX 

Manager VIP, nodes, and the NSX Cloud Service 

Manager in your internal DNS domain.

 6. Deploy a CSM.

 7. Integrate the NSX-T with the CSM.

 8. Establish connectivity between the on-premises and 

AWS VPC.

 9. Deploy the NSX public cloud gateway in AWS VPC.

 10. Generate NSX Cloud permission in AWS.

 11. Add the AWS account details in CSM.

 12. Deploy a test virtual machine using the NSX Tools.

 13. Deploy a test virtual machine using native cloud 

enforcement.

 14. Create a security policy on the NSX-T Manager and 

verify if the policy is applied to the virtual machine 

with NSX Tools and the native cloud enforcement.

 15. Test the routing with the virtual machine using the 

NSX Tools.
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On Azure

 1. Get a native Azure account.

 2. Deploy the NSX-T Manager node(s).

 3. Assign static IP addresses to the NSX Management 

nodes and the NSX Cloud Service Manager.

 4. Configure VIP for the NSX management cluster.

 5. Configure Forward and Reverse records for the NSX 

Manager VIP, nodes, and the NSX Cloud Service 

Manager in your internal DNS domain.

 6. Deploy a CSM (when deployed for AWS, use the 

same CSM).

 7. Integrate NSX-T with the CSM (when deployed for 

AWS, use the same CSM).

 8. Establish connectivity between the on-premises and 

VNET domains.

 9. Deploy the NSX public cloud gateway in Azure 

VNET.

 10. Generate NSX Cloud permissions in Azure.

 11. Generate an Azure Service Principal.

 12. Add Azure subscription details to the CSM.

 13. Deploy a test virtual machine using the NSX Tools.

 14. Deploy a test virtual machine using native cloud 

enforcement.
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 15. Create a security policy on the NSX-T Manager and 

verify if the policy is applied to the virtual machine 

with NSX Tools and the native cloud enforcement.

 16. Test the routing with the virtual machine using the 

NSX Tools.

 Summary
This chapter explained what a VMware hyperscaler is and how NSX-T is 

positioned inside the different VMware hyperscalers. It also explained 

what NSX Cloud is and discussed its use cases and capabilities in 

combination with the AWS and Azure native public cloud providers.

The next chapter covers cloud management platform integration and 

cloud automation.
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CHAPTER 11

Cloud Management 
Platform Integration 
and Automation
NSX-T’s REST API can be consumed by any application. That means 

it’s possible to perform Create, Read, Update, and Delete (CRUD) 

operations. There are several VMware products and other products (such 

as API wrappers) that use the NSX-T API to automate certain tasks. This 

chapter briefly explains some of these products and capabilities. As cloud 

management platform integration and cloud automation can be very 

complex topics and complete books can be written on them, I only touch 

the surface here.

 VMware Cloud Management Platforms
VMware has its own set of products that can integrate with NSX-T in order 

to perform CRUD operations. vRealize Automation, vRealize Orchestrator, 

and Cloud Director are examples of these products. This section briefly 

explains these products and discusses how they integrate with NSX-T.

WOW! eBook 
www.wowebook.org

https://doi.org/10.1007/978-1-4842-7083-7_11#DOI


318

 vRealize Automation (vRA)
vRA is also known as vRealize Automation; it allows you to design “cloud 

templates” (in the past these were called blueprints). In these templates, 

you can create or use a subset of NSX-T objects/features.

In Figure 11-1, you see an example of a cloud template where I am 

deploying two virtual machines, a WEB, and a DB virtual machine, and  

I am placing these on an existing NSX-T segment (a network).

There are many more out-of-the-box NSX-T features and objects you 

can use within a blueprint.

A good use case is if you want to automate the deployment of an 

application that has multiple tiers. This application needs to be attached to 

specific networks and needs to adhere to the existing security policy. Using 

vRA and NSX-T, you can develop a solution in a few hours and roll out a 

complete multitiered application in minutes.

Whenever there is a task that you want to automate inside NSX-T, but 

it’s not possible out-of-the-box using vRA, you can do it with vRO.

Figure 11-1. vRA cloud template
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 vRealize Orchestrator (vRO)
vRO is also known as vRealize Orchestrator; it’s capable of performing 

complex automation tasks (not only on NSX-T) with the use of complex 

workflows. Many integrations are possible and the possibilities are almost 

endless when you start working with vRO. With vRO you can execute REST 

API calls to the NSX-T Manager in order to perform certain tasks that you 

can’t do using vRA.

 VMware Cloud Director
VMware Cloud Director is typically used by service providers that have 

multiple tenants and need to provide network and security capabilities 

to these tenants. The tenants usually have limited rights to create a set 

of virtual machines (vApp) consisting of an application. The underlying 

infrastructure is still one NSX-T Manager installation. The cloud director, 

integrated into NSX-T, maintains multi-tenancy by carving out gateways 

and networks so that they can only be presented to a designated tenant.

Figure 11-2 shows an example of a single provider VDC with a single 

Tier-0 gateway (with VRF enabled Tier-0 gateways). It also shows multiple 

organization VDCs, each having a dedicated Tier-1 gateway (edge) with 

dedicated networks assigned.
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You can find a detailed deployment of the Cloud Director integrated 

with NSX-T at https://nsx.ninja/index.php/VMware_Cloud_Director_

Basics_with_NSX-T.

Figure 11-2. Single provider VDC with a single Tier-0 gateway

Chapter 11  Cloud ManageMent platforM IntegratIon and autoMatIon

WOW! eBook 
www.wowebook.org

https://nsx.ninja/index.php/VMware_Cloud_Director_Basics_with_NSX-T
https://nsx.ninja/index.php/VMware_Cloud_Director_Basics_with_NSX-T


321

 Other Cloud Management Platforms
Besides the VMware branded products, there are also some good tools 

to consider. Ansible, Terraform, and PowerShell/PowerCLI are all very 

important if you are looking at Infrastructure as Code (IaC) and can deploy 

and configure complete topologies and sometimes can even deploy the 

actual underlying infrastructure.

Note operations that are executed using apI directly or as code 
can have a catastrophic impact on the infrastructure if they’re not 
properly tested and evaluated.

 Ansible
Ansible is an API wrapper that uses special NSX-T “modules” in 

combination with YAML code to perform certain automation tasks. 

Ansible can be used to automate much more than NSX-T related tasks.

With Ansible, you can also automate the build of the actual NSX-T 

core components, like the NSX-T Manager nodes and the (virtual) edge 

transport nodes. Ansible can also do the full day-0 deployment, including 

adding the proper license key, creating and applying the initial profiles, 

and creating a complete logical network infrastructure using Tier-0 

gateways, Tier-1 gateways, and segments.

 Terraform
Terraform is comparable to Ansible, in the sense that you can use a piece 

of code to deploy your NSX-T logical network infrastructure. Terraform 

uses “providers,” which are comparable to Ansible’s modules. They contain 

the code to perform CRUD operations using IaC. Terraform can only 

Chapter 11  Cloud ManageMent platforM IntegratIon and autoMatIon

WOW! eBook 
www.wowebook.org



322

perform operations on an NSX-T infrastructure that is already available. 

This means that the NSX-T Managers and the (virtual) edge transport 

nodes have to exist. Unlike Ansible, Terraform can’t build the actual NSX-T 

core components.

The beauty of using Terraform or Ansible is that you can also roll back 

infrastructure builds in a matter of seconds. So, if you have used the code 

to deploy the infrastructure, the state is tracked and memorized, so you 

can destroy what you have just built with a single command.

 PowerShell/PowerCLI
PowerCLI is Microsoft’s CLI tool; it provides automated operations 

inside the Microsoft infrastructure. PowerCLI uses modules, which are 

comparable to Ansible’s modules and Terraform’s providers. They contain 

the code to perform CRUD operations using IaC. PowerCLI is a collection 

of PowerShell modules that can be used to perform CRUD operations 

on VMware products. NSX-T has its own module, which you can use to 

perform a limited set of automated tasks. The NSX-T PowerCLI module is 

not as extensive as the ones in Ansible or Terraform.

 Summary
This chapter explained the VMware and non-VMware tools you have 

available to perform automation using NSX-T.

I would like to thank you for reading this book and I hope you have 

enjoyed it.

—Iwan Hoogendoorn
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