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Preface

In 2018, T heard the term “Kubernetes” for the first time, and the only
understanding I had of AWS was that we can run machines in the cloud
that can be accessed from anywhere. Being in the security domain, hearing
new technology terms and learning about these technologies has been an
undying passion of mine.

It took me two years to understand DevOps, and I created a small
hobby project called Practical DevOps lab (www.rohitsalecha.com/
project/practical_devops/) to help people understand the core
underlying technologies that make up the umbrella term.

After completing this, I asked myself what’s next?

So I decided to level up, and the result is this book. I wanted to explore
cloud and cloud-native technologies like AWS and Kubernetes and how
they can be set up using Infrastructure as Code like Terraform.

Iwouldn’t say that I am an expert at any of these technologies
because that was never my aim. My aim was to have a basic hands-
on understanding of them, and in this book, I am sharing that limited
knowledge that I have because being from the security domain, it's my
job to help organizations secure their assets, but if I don’t have a basic
understanding of what they are, then I wouldn’t be doing my job well.

Since this is a totally practical and hands-on book, it would be
recommended to use it as an ebook as it'll help in working faster. We’'ll
be dealing with technologies like AWS Route53, AWS EKS (Kubernetes),
and AWS ELB, which do not fall under the free tier categories, and hence,
there’ll be charges (>$15) associated when you execute the code provided
in this book.

xvii



CHAPTER 1

What Is GitOps?

1.1 The Era of DevOps

Businesses today have expanded into different horizons and industries
with the enablement of technology. Today, we have folks delivering food at
home by simply placing an order on an application in a hand-held device
and streaming your favorite movie/sitcom on whatever device you wish to
see. All these have been possible because people are exploring different
ways to solve real-world problems with the help of technology.

An interesting question to ask at this juncture is who is pushing whom?
Is it that new ways to do business are pushing technology to the edge or is
it because we have high-end technology that businesses are thriving? This
is a typical chicken-and-egg question as to which came first: the egg or the
chicken?

Frankly speaking, it doesn’t matter who is pushing whom, but one
thing purely common between the two is “agility”; everyone wants things
to be done faster. But then going fast can be risky, and hence, people
also look for stability. Gone are the days when system administrators
would cut-short their holidays to support the festive surges. Thanks to
technology platforms like AWS (Amazon Web Services) and the like, which
are also popularly known as cloud computing platforms, businesses and
technology can achieve speed with resilience and reliability.

© Rohit Salecha 2023 1
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This culture of being able to deliver software with agility and reliability
gave rise to the term which we call “DevOps.” The influence that the
DevOps methodology has had on the people, process, and technology,
the three pillars of success for any organization, is tremendous and
revolutionary. DevOps brings about a change in which businesses
operate. The IT (information technology) team has sort of broken out
of the shackles of being boring, slow, and always taking the blame for
failures. Many blogs/personas describe DevOps as a methodology that
brings Dev and Ops together, which is certainly true from a technology
perspective. However, I believe that DevOps has brought business and
technology to become equal stakeholders in the success of organizations.
Peter Sondergaard in the Gartner Symposium, 2013, declared that “Every
company is a technology company,” which implies that the success of
every business is tied to the success of your technological processes
and tools.

1.1.1 What Problems Is DevOps Addressing?

Before understanding what DevOps is, let’s rewind our clocks back and
understand how software development functioned a few decades ago. In
ancient times of IT, back when we'd just fixed the Y2K bug, the Waterfall
model of software development was very popular and most widely
accepted. The model was quite simple as illustrated here.
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Requirements
Gathering
(1-2 Months)

r

System Design
(1 Month)

¥

Development
(3-4 Months)

4

Testing
(1-2 Months)

h

Delivery
(1 Month)

Figure 1-1. Waterfall SDLC model

1. A project would be kicked off, and a business
analysis team would visit the client and jot down all
the requirements, which would take around one to
two months.

2. Once all the requirements are captured, the
architecture team would convert these requirements
into a system design and provide a road map for
software development.

3. Based on the preceding two stages, the software
development team would then start writing the code
and test it out in their local systems, which would
easily take a minimum of three to four months to
complete. The project management team would
track the progress of the development against the
requirements specified and also the budget.
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Once a good majority of the requirements have been
done, there would be a pilot testing by deploying the
application in a staging environment.

Finally, if everything goes well, which seldom
happens, the application would then be delivered to
the client by deploying in the client’s environment.

What are the challenges/limitations for this model?

1.

Lengthy build cycles lead to slow and sluggish
outputs.

Disparate environments of development and

production lead to unexpected outages.

Extremely focused skills where developers do
not wish to interfere in operations and vice versa.
This hinders transparency in processes and huge
dependencies.

The day the software is delivered, everyone involved
in that part of the application is expected to be on
the floor waiting to quickly identify if something
unexpected is observed.

Scaling up with manually created infrastructure is a
big challenge as downtimes are required.

Implementing backup and disaster recovery
strategies is expensive as it involves maintaining
two copies of infrastructure (maybe a little scaled-
down one) and also ensuring syncing of the data
between them.
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1.2 Introduction to DevOps

DevOps is a methodology that brings together three practices that work
in tandem:

o Continuous integration
e Continuous delivery/deployment
o Continuous monitoring

Understanding each of these practices individually will help us understand
DevOps, which shall also lay groundwork for explaining the term “GitOps.”

1.2.1 Continuous Integration

Continuous integration as described by Martin Fowler (https://
martinfowler.com/articles/continuousIntegration.html)is a software
development practice where different members of the team integrate
changes frequently from at least a one to multiple changes in a day.

There are various tools that can be used for this purpose, namely, Git,
CVS, Mercurial, SVN, etc.

The primary purpose of all these tools is to

- Ensure version control of all the objects/files that

are saved

- Provide necessary tooling to resolve merge conflicts so
as to reduce issues arising owing to integration

- Provide traceability of changes so as to understand its
impact on the running systems

- Allow the implementation of a transparent and flexible

peer review process

- Accelerate failure detection by implementing
automated testing


https://martinfowler.com/articles/continuousIntegration.html
https://martinfowler.com/articles/continuousIntegration.html
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The preceding diagram illustrates the practice of continuous
integration where developers working on different parts of the project,
that is, Frontend and Backend, are all checking the application code with
the Dockerfiles and Kubernetes administrators checking the Kubernetes
Manifests into the repository. The illustration makes use of the tool called
“Git,” originally developed by Linus Torvalds in 2005, which so far is the
most widely used software for version controlling and also the tool of
choice for this book. The key element about Git is that it is “distributed,’
meaning there is a local copy on your machine and a main copy stored
somewhere on your remote servers.

In our illustration, the red dot lines signify the developer’s machine
where the entire source code of the project resides along with the current
changes that they have made. The solid lines in the shape of the cloud
signify the central repository where the code is finally merged from all the
developers. Hence, a copy of the code will always be present in the central
repository and in each developer’s machine.
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FronEnd | ! Backend
Developer : : Developer

Kubernetes
Administrator

Figure 1-2. Distributed Git model

1.2.2 Continuous Delivery/Deployment

Deployment is the practice of pulling the source code from a repository
and performing actions that are necessary to package and run the
application on a desired system.
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Continuous deployment (CD) is a software engineering approach
in which software changes are delivered frequently through automated
deployment processes.

A dedicated CI/CD tool/server will pull the source code and execute
a series of commands that build, package, and deploy the application.
Popular CI/CD tools/servers/services are Jenkins, Azure DevOps, CircleClI,
GitHub Actions, etc.

The developers write a series of actions that are performed on serial
or parallel execution stages mimicking the movement of a conveyor belt
running in a factory. These different stages when constituted together are
called a “Pipeline,” and since they are written in a file that is also usually
checked in the repository, it gives rise to a technique called “Pipeline
as Code”

Generally, these instructions/actions are written in a
declarative syntax.

Let’s take a simple example. Let’s say I am running an application on a
Kubernetes cluster where docker images of the applications are executed
as a containerized application. However, the images need to be built
and pushed into a central repository whose location is specified in the
Kubernetes manifest file. This requires the developers/administrators to
do the following:

1. Pull the source code from the repository.

2. Perform automated QA/security testing.

3. Build an image with the latest version of the code:
docker build -t testimage/repository:version.

4. Push the builtimage into a container repository:
docker push testimage/repository:version

5. Once the images are pushed into the repository, the
Kubernetes administrators apply their manifest files.
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This process is called continuous delivery as we are continuously
delivering the changes to the central docker repository.

An interesting thing to note here is that in the continuous delivery
process, a human intervention is needed to execute the application as
indicated in step 5 where an administrator needs to apply the Kubernetes
manifest files.

Continuous deployment is a more advanced process where upon
thoroughly testing, the changes are directly deployed into the Kubernetes
environment without any human intervention, something which we’ll

explore in more detail.

©

H)
OO
Github Actions
Continous Integration/Delivery

-_

) Docker Build Docker Push )
Continous O.O;fSehcumy Docker Reposilory
Intagration sing Kubemetes

PUSH

APPLY
PULL: >

FrontEnd Kubernetes
Developer Administrator

Figure 1-3. Continuous delivery pipeline

The preceding image illustrates the complete process where the docker
image building is automated as described in the following:

1. Developers push their application code and
Kubernetes administrators their Kubernetes
manifests into their respective repositories once
development and testing are complete.
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2. The CI/CD server, GitHub Actions in our case,
which is listening for a commit event, pulls the code
into a temporary location.

3. Upon receiving the trigger of a commit event, the
tool starts the execution of the pipeline, and as
described in the figure, we are performing two

actions:

a. Docker Build - Which builds a docker image from the
Dockerfile present in the repository.

b. Setup a test environment and perform all QA/security/
integration tests.

c. Docker Push - Pushes the docker image to a central
repository once all tests are successfully completed.

4. Deploying Kubernetes manifest files:

a. Continuous delivery - A Kubernetes administrator would
receive a notification of the pipeline execution being
completed and would apply the manifest files manually from
a system using “kubectl” utility.

b. Continuous deployment - In contrast to the continuous
delivery step, here, the Kubernetes manifest files would
be deployed in an automated fashion through a different
pipeline wherein the developer would simply push their
Kubernetes manifest files into the source code repository and
the deployment pipeline would get triggered. As a matter of
fact, this is the core idea that’ll be discussed in this book.

10
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1.2.3 Continuous Monitoring

Feedback is one of the most important parts of any process and is
certainly a big deal in DevOps. As we deploy faster, we are able to see the
new features quickly and rapidly; however, what to do when things go
wrong? In the case of an application running in a pod in a Kubernetes
environment, there are many things that can go wrong like no taint
matching, no node available for scheduling, etc. How do we debug this real
time without having to actually SSH into the cluster? How do we know if a
node is exhausting its memory, or the CPU is spiking? How can we get all
those details real time?

This is where the practice of continuous monitoring becomes an
extremely important part of DevOps as it gives real-time feedback on how

O 5
@ - Prometheus Graphana
Oo—— il < .@ 8
A —
O .. Opergtiond

Continous Github Actions 1 ker Repository ~ Kubernetes
Integration 4

our infrastructure is behaving.

E|aS:1CSEErd‘I Kuhana

APPLY

A

FrontEnd Kubernetes
Developer Administrator

Figure 1-4. Continuous monitoring using Prometheus, Grafana, and
ELK Stack

11
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The preceding image illustrates the idea of continuous monitoring
where we are using two popular solutions for monitoring the Kubernetes
cluster.

1. Prometheus and Grafana - Primarily used for
monitoring performance parameters like memory,
CPU utilization, etc. Prometheus is the data store
that pulls the requisite information, and Grafana
is the dashboarding solution for viewing the
information stored in Prometheus.

2. Elasticsearch and Kibana - Primarily used for
viewing the log events near real time like access
logs, error logs, etc. Elasticsearch is used for storing
the unstructured data pushed in through various
solutions like Logstash, Filebeat, etc. Kibana is the
visualization layer for viewing the data stored in
Elasticsearch.

Note The use cases described previously for ELK, Grafana, and
Prometheus are limited for the purpose of this book. There are many
other advanced usages of these tools that the reader is expected to
understand independently.

These are only a few examples of the stages that organizations employ
to automate their deployment pipeline. Other possible stages that can
occur between continuous integration and continuous monitoring are as
follows:

- Continuous testing - Testing the code changes through
automated testing using tools like Selenium.

12
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Continuous verification - Verifying the results of testing
against the acceptance criteria, which are also codified
in the pipeline.

Continuous security - Leveraging the security toolsets
like SAST (Static Application Security Testing), SCA
(Software Composition Analysis), DAST (Dynamic
Application Security Testing), Compliance as Code,
Container Scanning, etc., as different stages within the
DevOps pipeline to derive a higher level of security
assurance before the code hits production. This is also
popularly known as the DevSecOps movement.

All in all DevOps tries to answer all the issues that we've observed in

the waterfall model of software development. DevOps is a methodology to

Push our changes faster by reducing the build time

Create a multi-environment synergy by having
least possible differences between the staging and
production environments

Foster a multi-skilled culture where developers and
operations understand each other’s job

Reduce dependencies between individuals by
attempting to automate as much as is possible

Ensure scalability of infrastructure without downtimes

Provide a way to collect and correlate the metrics for
our infrastructure so as to take appropriate actions in
case of a disaster

13
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1.3 Infrastructure As Code (laC)

Now that we've got a good understanding of what DevOps is all about, it’s
important to understand one more key term, which in my opinion is the
enabler of DevOps, and that is “Infrastructure as Code.” The best way to
understand this term is to take a use-case example and understand how
this requirement was solved over a period.

Let’s say we wish to run a simple HTML page using Apache Web Server
on an Ubuntu operating system (OS). The tech stack is quite simple, but
let’s understand how people managed to execute this over time.

1.3.1 Evolution of Server Infrastructure

Let’s start from the time when the client-server architecture started gaining
dominance over the mainframe technology.
1995-2005

- Purchase a bare-metal server and place it in a stack in a
data center.

- Install the Ubuntu OS by logging in directly from the
terminal using a CD drive.

- Once the OS is installed, configure the network and
other necessary components.

- Then install Apache using the “apt-get” command.

- Configure the IP address manually and statically and
serve the web page on the address.

- All kinds of updates, backups, etc., needed to be done
by hand and were extremely tedious.

- Time taken to prepare the server: ~1-2 weeks.

14
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Then in the new decade, virtualization technologies began to shape up
the landscape where in a single bare-metal device, multiple OS could be
installed and configured. With virtualization, the steps changed a bit.

2005-2015

- Create a virtual machine using your favorite
virtualization technology.

- Download the Ubuntu ISO and configure it as a virtual
disk to install the virtual machine.

- Once the OS is installed, configure the network,
which is slightly easier especially in the virtualization
environment as compared to the manual steps.

- Then install Apache using the “apt-get” command and
serve the web page on the IP address of the virtual machine.

- Create virtual hosts for serving multiple websites on the
same server owing to shrinking IP address space.

- Time taken to prepare the server: ~2-3 days.

In the past decade, people started realizing that it’s quite futile to
spin up a full-blown server with its own memory, disk, CPU, etc., just for
serving a few HTML pages even if it’s virtualized. Hence, they started using
containerization technology to quickly spin up and tear down containers.

Note All code files can be cloned from the following repository on
GitHub: https://github.com/Apress/Practical-GitOps/.
Once downloaded/cloned, they’ll be accessible as per the chapter
number associated with the code. So for accessing the code of
Chapter 1, you'll need to open the folder “chapter1”; for accessing
the source code of Chapter 2, you’ll need to open the folder
“chapter2” and so on.

15
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2015-Present

The following is a sample Dockerfile that takes the
base image of the Ubuntu container and installs the
necessary components.

Code Block 1-1. Dockerfile for Apache2

File: chapteri\Dockerfile

S v B~ W N
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FROM ubuntu

RUN apt-get update

RUN apt-get install -y apache2

RUN apt-get install -y apache2-utils

RUN apt-get clean

EXPOSE 80 CMD ["apache2ctl", "-D", "FOREGROUND"]

Once the Dockerfile is ready, its first build, and a
customized image is created, it is then pushed into a
central repository.

Then a container orchestration system like Docker
Swarm, Kubernetes, Mesos, etc., is used to execute as a
container application. In this manner, thousands and
millions of small websites can be containerized and
deployed in a matter of seconds.

Time taken to prepare the container: ~2-5 minutes.

Organizations also started utilizing cloud computing
like AWS wherein in a matter of few clicks, you can
get a virtual machine on the Internet with everything
pre-configured; all you've got to do is deploy your
application.
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- Asan alternative to clicks on console, you can also
utilize tools like Terraform to spin up resources on
different cloud platforms. The following sample
Terraform code deploys an EC2 instance on the AWS
environment.

Code Block 1-2. Terraform code for EC2

File: chapteri\ec2.tf

17: resource "aws_instance" "app server" {
18:  ami "ami-00399ec92321828f5"
19:  instance_type = "t2.micro"

20:  tags = {

21: env = "test"

22:  }

23: }

- Time taken to prepare the server: ~5-10 minutes.

The advantage that the new age technology holds, be it either
containers or cloud computing, they can all be codified in a simple
declarative format as shown in the code snippets. This gives the ability to
version control our infrastructure in a declarative manner and be able to
track, update, and manage everything from the version control software,
for example, “Git,” which will be followed in this book.

1.3.2 Tools of Trade — 1aC

In the IaC space, we primarily have two types of tools that solve two
different problems:

- Infrastructure provisioning tools - This set of tools is
primarily used for setting up the base infrastructure

17
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like servers with a particular OS, for example, setting
up an Ubuntu OS or a Red Hat OS. Vagrant, Puppet,
Terraform, CloudFormation, and Docker are some
examples of infrastructure provisioning tools that can
spin up a server either locally or remotely (on cloud).

Infrastructure configuration tools - This set of tools
specializes in configuring the infrastructure once it

is provisioned. For example, we may set up an EC2
instance on AWS using Terraform, but we’ll need to use
a configuration tool like Ansible, Chef, or basic Shell
scripts to install the required dependencies like the
Apache? server and set up the virtual hosts.

In this book, we’ll be exploring Terraform with AWS in much more

detail with chapters dedicated to both topics.

1.3.3 Mutable vs. Immutable Infrastructure

Change being the only constant is bound to happen to our infrastructure

as demanded by our applications’ requirements. Hence, when dealing

with infrastructure in a fast-moving DevOps environment, there is a very

important distinction that needs to be made with respect to the life span of

the infrastructure that we are deploying.

However, the degree and frequency of changes required, and the effort

required to implement these changes, is what defines our infrastructure to

be a mutable or an immutable infrastructure.

Mutable Infrastructure

18

Infrastructure that, once provisioned, cannot

be destroyed owing to various reasons like high
dependency and explicit manual configurations;
examples include, but not limited to, Mail, Exchange,
Identity, and Database servers.
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- These systems also undergo very minimal changes
throughout their life span. For example, if you need
to update a database server, then you don’t have to
completely destroy and create a new one from scratch.
You've just got to update its version by retaining
the data.

- Hence, the degree of change needed is very low,
frequency of changes is not that often, but the efforts
required to implement the changes are generally
very high.

Immutable Infrastructure

- Infrastructure that has limited or no dependency on
other components that are running; for example, in a
microservice architecture, if one service goes down, it
doesn’t affect the other services.

- Infrastructure that is better to recreate than update.
For example, a Front-End reactjs application running
in docker needs to update itself to a newer version. It
makes no sense to update the code from within the
running docker container. It is much better to replace
the running container with a newer image containing
the updated version.

- Hence, the degree and frequency of changes needed is
quite high; however, the efforts required to implement
these changes are generally very low.

It is extremely important to understand these terms and be able to
visualize their implementation. These terms are also quite commonly
elucidated as pets vs. cattle. If you view a server (containerized or virtualized)
as something that can be replaced at any time, then it’s like a cattle sort of

19
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representing tens or thousands of servers performing a similar job. However,
if you view a server as an indispensable part of your daily operations, then it’s
a pet representing something that’s done quite uniquely.

Another very practical example is Kubernetes. The master plane
components of Kubernetes can be considered as a pet as doing any kind of
changes here can lead to drastic effects and hence need to be treated as a
mutable infrastructure. The deployments or workloads can be considered as
a cattle or an immutable resource, which can be quickly replaced/updated.

We'll explore more about Kubernetes and its AWS equivalent, that is,
AWS EKS, in more detail in this book.

1.3.4 StateinlaC

State in computer systems is a collection of information about a program or
an object stored either in a file or memory. The information represents the
current state of the program/object and helps in identifying what future state
would look like by diffing between the current and the desired information.

If we are spinning up infrastructure resources using IaC technologies,
then it’s extremely important to store their state as without that
information, we won’t know how resources were created and how they
would handle changes.

Let’s take a simple example of how Terraform manages its state when
creating a simple EC2 instance on AWS. (We'll explore Terraform in much
more detail in chapters ahead).

A sample terraform.state file where Terraform state is stored is
shown here.

Code Block 1-3. Terraform state

"version": 4,
n . n n n
terraform version": "1.0.7",

20
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"serial": 1,

"lineage": "2d17ac77-08f2-94d9-ele5-991fcle2fe12",
"outputs": {},

"resources": [

{
"mode": "managed",
"type": "aws_instance",
"name": "app_server",
"provider": "provider[\"registry.terraform.io/hashicorp/
aws\"]",
"instances": [
{
"schema_version": 1,
"attributes": {
"ami": "ami-00399ec92321828f5",
"arn": "arn:aws:ec2:us-
east-2:871811778330:instance/i-0bc3c235e3991243b",
"associate public_ip address": true,
"availability zone": "us-east-2c",
"capacity reservation specification": [
{
XXXXXXXX ---- SNIPPED FOR BREVITY------ XXXXXXXXX

This file is created once “terraform apply” is executed and its operation
of creating an EC2 instance on AWS is completed as illustrated in
Figure 1-5.

The state stores information about the instance ID, network interface
ID, and much more details that are required when modifications are to be

made to this server or to destroy this instance.

21
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£
{0

terraform apply Terraform State

Figure 1-5. Executing Terraform apply

When the resource needs to be destroyed or any new resource needs to
be added, Terraform will first reference the terraform.state file and provide
information about what is going to change. Once that is done, it'll then go
ahead and execute the necessary changes.

22
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Terraform State

terraform destroy

Figure 1-6. Executing terraform destroy

We'll discuss in detail how to manage the terraform state in the best
possible way; however, for now, understanding the importance of state is
extremely necessary from the GitOps perspective.

1.4 Problems with Continuous Delivery

So we saw the difference between continuous deployment and continuous
delivery and that in the latter, a manual step is required to reflect the changes
in production whereas in the former, an automated pipeline needs to be set
up wherein changes are directly pushed without any manual approval.

Most organizations generally start the DevOps movement in
continuous delivery and then move up to continuous deployment as a
mature automated process needs to be in place for the same.

23
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Organizations like Netflix, Google, Facebook, Amazon, etc.,
continuously deploy their changes into production without any manual
intervention. All the testing for functionality, security, and compliance is
added as part of the deployment pipeline.

Let’s recall our DevOps diagram that employs a continuous delivery
pipeline and raise some questions regarding the environment in which our
application gets deployed.

00— I2) @ ‘Q
OO — 4
. Github Actions . Kubernetes Kubemetes
Continous Docker Repository Staging Production
Integration
PUSH
APPLY
PULL @-)

FrontEnd Kubernetes
Developer Administrator

Figure 1-7. A sample continuous delivery pipeline

1. Developers push the code into the source code
repository.

2. Once the code is pushed into the repository, GitHub
Action is triggered, which builds and pushes the
docker images to the docker repository.
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3. Once the pipeline is executed, the Kubernetes
administrator will pull the Kubernetes manifest files
from the repository.

4. Post pulling the code, they will apply the manifest
files into the respective Kubernetes cluster for the
environments.

Now let’s analyze the potential problems/issues with this approach:

- Manual deployment - As with all activities done
manually, there is always an element of human error.

- No state management: In this scenario, the Kubernetes
cluster would be created by hand, and all deployments
are done by hand, albeit through the manifest files.
However, being able to track the actual state with the
manifest files would be a big challenge in itself. Hence,
there’ll be a huge gap between the current state and the
desired state, which in many cases leads to uncertainty.
Also, not just about the Kubernetes cluster but the
entire infrastructure that has been set up on cloud if
done through console/CLI will be unmanageable and
untraceable.

- CLIvs. cloud: Every Kubernetes administrator will
have their own choice of operation; some would
want to manage through CLI, while others would
be comfortable with the GUI. This will lead to
inconsistencies in the way the cluster and its resources

are managed, leading to confusion.

If manual processes exist especially in managing the IT infrastructure
resources, there’ll always be inconsistencies leading to possible
outages/issues.

25
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1.5 Introduction to GitOps

As we saw, DevOps is more of a combination of culture, tools, and
processes to develop and deliver business applications faster. GitOps is

a more technical term that encourages everything to have the “Git” as

the single source of truth. By everything, I mean your application as well

as your infrastructure must be deployed from Git. For teams following
DevOps, their application code is already maintained in Git; however, their
infrastructure is more or less deployed by hand.

Hence, GitOps stresses more on having your infrastructure deployed
directly from Git, providing flexibility to developers to be able to choose
their own deployment strategies and taking the load off the system
administrators to manage and deploy complex environments like staging,
production, backup, and disaster recovery.

GitOps is a process to manage your infrastructure deployments in an
auditable, repeatable, version-controlled, and reliable manner. GitOps will
help you create a “snapshot” of your infrastructure in the form of a “state,”
allowing you to make decisions while designing and deploying changes.
It'll help you scale up/scale in whenever required and manage almost all
aspects of your cloud infrastructure through a few lines of code.

The following are some mandatory requirements to implement a
GitOps process for the infrastructure that is responsible for running
business applications:

Your infrastructure must be defined in a declarative
format and stored in a version-controlled system.

- The state of the infrastructure must be recorded in a
well-defined format.

- Allinfrastructure changes must be done through code only.

- Anynew changes in the infrastructure must be
approved by identifying the difference between the
current state and the desired state.

26



CHAPTER

1 WHAT IS GITOPS?

- Drifts in state changes that occur owing to manual

infrastructure modifications must be identified and

reconciled.

In a typical GitOps process, the entire infrastructure should be

captured in Git and deployed through a CI/CD process. The application

deployment should also trigger the Kubernetes manifest files being applied

without human intervention. The following image captures the “raw” idea

of how this can be in an automated fashion.
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Figure 1-8. Typical GitOps process
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Running in parallel to the DevOps pipeline, the GitOps pipeline is
responsible for initializing, creating, and managing the infrastructure on
which the applications are being deployed in an auditable, repeatable, and
reliable manner.

What we are discussing here is a PUSH-based GitOps wherein
GitHub Actions is being used to PUSH the changes into the deployment
environment like AWS or GCP.

However, there exists a PULL-based GitOps that is governed by
an operator that is listening for changes and then deploys them in the
environment. Argo CD, Flux CD, etc., are tools that enable a PULL-based
GitOps that needs to be installed in the Kubernetes environment. Once
installed, a webhook configuration will listen for changes in the Git
repository and PULL the Kubernetes manifests that need to be deployed.
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PUSH—»_
OO

hub Action
Application SRIUD Actons Docker Reposﬂory
Code
PUSH PULL
Devefloper
+ Staging Production 1
APPLY i
Qe_rator

Infrastructure
Code

Figure 1-9. PULL-based GitOps

These PULL-based GitOps tools are more suitable for an exclusive
Kubernetes-based environment only. Some of these tools can also deploy
an entire Kubernetes cluster in an environment of your choice, that is, on
premises, AWS, GCP, etc.

In this book, I'll, however, be discussing a PUSH-based approach
using Terraform, GitHub Actions, and AWS EKS wherein we’ll not only
be managing Kubernetes resources in code but also the supporting AWS
infrastructure like a PostgreSQL database, DNS configurations, HTTPS
certificates, Load Balancer, and many more.
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The following is the GitOps pipeline we shall build and also
understand the different components in different chapters.

Y
Ei

Terraform State
Mutable Resources

O—To— @

m

Infrastructure Github Actions
Code
AWS EKS Database
SN gl —
Terraform State
Immutable Resources
Developer

Figure 1-10. Complete GitOps pipeline

1.6 Conclusion

In this chapter, we looked at what DevOps is and how it has solved some
of the biggest challenges in software development. Infrastructure as Code
added to the speed and agility of DevOps, and to utilize it better, GitOps
movement was started. GitOps helps in creating a continuous deployment
pipeline to deploy the changes faster, reliably, and efficiently.

In the next chapter, we’ll look at how we can create an EC2 instance on
AWS using Console as well as CLI to elaborate how easy it has now become
to spin up a server on AWS.
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Introduction to AWS

2.1 Prerequisites

AWS CLI will be explored in this chapter, and hence, to log in using the

CLI, we'll need to install the awscli tool, which can be installed on your
favorite operating system by following the instructions provided on the
official AWS documentation:

—  https://docs.aws.amazon.com/cli/latest/user-
guide/install-cliv2.html

— Tam currently using AWS CLI Version 2.7.9.

Note All the code in this book will work only on AWS CLI Version 2.X
and above.

2.2 Introduction to AWS

In this chapter, we'll introduce ourselves to AWS (Amazon Web Services),
one of the most popular cloud service providers. This chapter will help us
build context for the next chapter as well; hence, even if you're familiar
with AWS, do at least skim through this chapter.
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I'love history, and hence, before I tend to explain a topic, I'd like to
provide a historical overview of what happened before using this new
technology/technique as, in my opinion, it helps to understand things
better. In the previous chapter, we learned about the evolution of the IT
infrastructure from a bare-metal server to a docker container and an EC2
instance running on the AWS cloud. We also discussed the challenges
faced with the bare-metal infrastructure or even the virtualization of the
infrastructure resources. However, here, I'd like to specifically talk about
one of the most important challenges with infrastructure resources, which
is scalability.

Imagine you are the infrastructure director of an e-commerce site
that is selling some amazing products. This e-commerce site owing to
its popularity has a high demand during the daytime, and by nightfall,
the demand reduces considerably. To put it in numbers, during the day,
roughly seven to eight servers are needed to serve the load, whereas by
nightfall, only two to three servers are enough to keep the site up and
running. How do you scale with such a demand? Purchasing ten servers
and keeping them operational only for 12 hours? This can be expensive
operationally and from a capital expenditure perspective, both.

Now let’s say some organization living up in the sky gives you a sort of a
magic wand that gives you the ability to spin up and tear down servers with
a single whoosh (or maybe a command). You've just got to log in into their
console, do some clicks, or fire some commands (we'll see both in this
chapter) and voila, you have your servers ready for deployment!

This is the power of what is popularly known as “cloud computing.”
This capability helps in making our demands more scalable wherein we
can spin up and tear down as many servers as needed being charged only
for the consumption.
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AWS (Amazon Web Services) is one of the most popular “cloud
computing” service providers wherein one of the major services that they
provide is Elastic Compute Cloud or popularly known as EC2, which is
a very well-thought-out name. EC2 machines can be configured with an
operating system of our choice, a range of CPU, memory, and plenty of
other configurations.

Let’s jump right in and start creating our own EC2 machine on AWS
using the AWS GUI and through the CLI interface. Why are we using both?
As stated earlier, there is a specific set of information that I require to
capture to proceed with writing our Terraform scripts in the next chapter.
I'd like you to get sensitized to that information so that it'll become easier
for you to write terraform scripts.

2.2.1 Create an AWS Account

Let’s first go ahead and create our AWS account. If you already have an
account, feel free to skip this section. Navigate to the URL https://aws
.amazon.com/free and create a new account using an email address and
strong password. Using the free account will provide us $300 of free credit
for a period of 12 months albeit certain services that we may use like AWS
EKS and AWS Route53. While signing up, you'll be required to enter your
credit card details as well.

Note Providing a cost estimation at this stage will be a bit difficult
as | am not sure how much time you’d keep the resources on. All
resources have an hourly rate, and hence, it all depends on how
many hours you keep your EKS/RDS on. Let’s assume that you’d be
running along with the book and quickly delete the resources once
you're done exploring. In such a scenario, it should cost you roughly
about $15 or more.
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Tip You can manage multiple AWS accounts using different email
addresses. If you are concerned about the number of mailboxes to
monitor, many email providers allow you to create aliases for the
same mailbox. For example, if you use Gmail, you can create an
account using the Email Sub Addressing trick like someone+gitops@
gmail.com, which is a new account for AWS, but all communication
will land on someone@gmail.com, helping you manage multiple
accounts with a single inbox.

Once you've created an account, you'll be signed in as a root user in
AWS. It is strongly recommended to apply two-factor authentication on
your root account and create a separate user with the requisite permissions.
Figure 2-1 is the expected screen with best practices being followed upon
browsing the URL https://console.aws.amazon.com/iamv2/home#/home.

Identity and Access x
Management (IAM) |AM dashboard

Dashbosrd Security recommendations o

o Roat user has MFA

Q Root user has no active access keys

IAM resources o

count settings Jser GIouns Users Roles Folicies dentity providers
w Access reports O 0 2 0 O
Actess analyrer

archbie ndes

Figure 2-1. Expected IAM dashboard

One more very important feature to enable is the Cost Explorer,
which can be enabled by browsing to https://console.aws.amazon.com/
billing/home?#/tags and clicking Enable Cost Explorer as shown in the
following. Though we are in a free tier account, this will help us analyze the
expenditure in much more detail.
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Cost allocation tags ..

@ Billing data is net available
Tou

User-defined cost allocation tags (0 1w

gs Prams 2 Tagkey 4 Sum

Figure 2-2. Enable Cost Explorer

Create a new user by navigating to https://console.aws.amazon
.com/iamv2/home#/users and clicking Add Users. Ensure to enable the

programmatic and password access as shown here.

Set user details

ultiple users at o

Username*  gitags

© Add anather user

Select AWS access type

Select AWS credential type® »  Access key - Programmatic access

development tools.

«  Password - AWS Management Console access

Console password*
L]

Require password resel

* Required

Enables an acoess key 1D and secret access key for the AWS APL CLI, 50K, and other

Enables o password that allows users to sigr-in 1o the AWS Management Console.

prevent users from accessing the console using

¥ 10 dllow them 10

Figure 2-3. Add User screen
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Next, click on Permissions and select Attach existing policies directly
and attach the Administrator Access as shown here.

Add user : ° 3 (3
~ Set permissions
Copy permis ” dlac ing policies
:&‘ Add user to group a Copy permissions from Alta h. existing policies
existing user directly
Create policy &
Filter policies ~ Q search Shawing 692 resulls
Policy name ~ Type Usedas
]} NF Administratoraccess Job function
W AdministratorAccess-Amplity AWS managed
W AdministratorAccess-AWSElasticBeanstalk AWS managed
Wi AlexaForBusinessDeviceSetup AWS managed

NI AlexaForBusin

AWS managed

¥ AlexaForBusin AWS managed
AWS managed
AWS managed

W AlenaForBusinessReadOnlyAccess AWS managed

* v v v v v wv v w v
-
-

LL] AmazonAPIGalewayAdminisiralor AWS managed

cancel Previous Next: Tags

Figure 2-4. Attach Policy and Permissions screen

Next, click Tags and add a tag as “Name=Gitops”. Next, click Review
and you will see the final screen as shown here.

Tip Ever wondered why it is recommended to not to use a root
user? One of the reasons is that you cannot define permissions on
a root account. Hence, it is extremely important to create a new user
and assign it permissions.
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Review your choices. After you create the wser, you can view
User details
User name
AWS access type
Console password type
Require password reset

Permissions boundary

Permissions summary

the user shown above

The following policies will be attached b

Name

No fags were anded,

CHAPTER 2

and download the avtogenerated password and access key

INTRODUCTION TO AWS

Cancel

) - 1

Figure 2-5. Create User Final screen

Finally, click Create User to complete the setup. You should be able to

see a screen as shown here.

s shown belfow, You can view and &

WS Managernent Conscle. This
s at Bny time.
nagement Conscle access ca N
& Download cav
User Access key 10
» AKIATLYRVHORIBCUOUEA

credentials. You can also email users
als will be avallable to download. However,

Secret access key Email login

instructions

Send email

Figure 2-6.

Access Keys Download screen
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Save the Access Keys by downloading the CSV file as we’ll be needing
it. Ensure this file is stored in a secure location as it contains extremely
sensitive information.

2.2.2 Log ininto the AWS Account

Let’s log in using the new user both through the UI and the CLI.

Open the CSV file and copy the “Console Login Link” in a browser
window. Bookmark this link as we’ll need to use this to log into our
account all the time. We’ll no longer be required to log in as the “root” user.

A B = D E | F | 6 | H | 1 | 1
User nami Password Access key 1D Secret acoess key Console login link
|g|tnps AKIATLYRVHDFIBCUQUEA |iS: wH !h_l_'._;Js_:j_{zi1;_2_"«_:_0_5_:_3_!2._:-gg_x_._\___a_\;.'_s_._a|_\_\_a_x_c_j_._c_-:v_-_\_\_-"_c_c-_-_‘.s_e_lg

Figure 2-7. Access Keys CSV file

Sign into the AWS account using the credentials created.
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@ Amazon Web Services Sign-in =~ X +

<« > C & signin.aws.amazon.com/oauth?client_id=arn%3Aaws%3Asigr

aws

Sign in as |IAM user

Account ID (12 digits) or account alias

231428405450

|AM user name
gitops

Password

Sign in using root user email

Forgot password?

Figure 2-8. AWS Sign-In screen

Let’s configure our AWS CLI profile by executing the command and
entering the information as shown here using the CSV file we downloaded
earlier.

CLI Output 2-1. AWS CLI profile configuration
cmd> aws configure --profile gitops

AWS Access Key ID [None]: AKIATLYRVHDFIBCUOUEA

AWS Secret Access Key [None]: XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX
XXXXXXXXXX

Default region name [None]: us-east-2

Default output format [None]: json
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Let’s confirm if we've configured our information correctly by

executing the following command.

CLI Output 2-2. AWS CLI login confirmation
cmd> aws sts get-caller-identity --profile gitops

{
"UserId": "AIDATLYRVHDFFW7RHDCIP",

"Account": "231428405450",

"Arn": "arn:aws:iam::231428405450:user/gitops"”

Now that our accounts have been created, let’s create an EC2 machine,
which is the AWS’ virtual machine offering.

2.3 Creating an EC2 Machine - GUI

Now that we’ve everything set up, let’s create our first EC2 machine from
the GUI or the AWS Console to better understand the power of cloud
computing.

2.3.1 Default Region Selection

In AWS, selecting a region is very important for most services. All
instructions in the book will be provided for Ohio (us-east-2) as the
default region. So ensure you select the region as Ohio from the drop-
down box on the top-right corner as shown in the following before moving
into any of the steps.
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Note AWS Region selection is completely arbitrary as all the
services that we’ll be exploring in this book are available in all the
regions. It totally depends on the user to select which region they are
comfortable with; however, once you do select, please continue to
use it as services like AWS EKS, RDS, OpenSearch, etc., are region
specific.

WS Management Console

Figure 2-9. AWS Default Region Selection screen

Once logged in, enter the term ec2 in the search bar on top as

shown here.

Figure 2-10. AWS Search Bar EC2 screen

You'll be greeted with an EC2 launch console where you can click on
the Launch Instance button as shown here.
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Resources EC2 Global view [ c @

Wou are using the following Amazon EC2 resources in the US East (Ohio) Region:

Instances {running) a Dedicated Hests o
Elastic IPs 0 Instances ]
¥ Instances Key pairs 0 | Load bal 0
nstances
Flacement groups [/} Security groups 1
nstance Types
hots 0 Volumes o

Savings Plans

Reserved Instance

Launch instance Service health

|  Service Health Dashboard [

ted Hosts

¥ Images U5 East (Ohio)

AMis

Figure 2-11. AWS Launch Instance screen

The page will navigate to a section where you can select the base
operating system that is required for spinning up our VM as shown here.

1. Choose AMI

Step 1: Choose an Amazon Machine Image (AMI)
An AMI is & templale that contains the software cond jon (operating system, apph
by AWS, our user community, or the AWS Marketplac: can select one of y

CQuick Start 1to 44 of 44 AMIs

My AMiS Amazon Linux 2 AMI (HYM), 55D Volume Type - ami-074cce 7812509067 (64-bit x86) / ami- m
01019fb8b29b5de5d (64-bit Arm)

Amazon Linix

AWS Marketplace

Community AMIs 2

Scroll|Down [} remod fom s

I Free tier anly (]

Root devicenpeets  Virtuskaation typechom  ENA Enasled ves

Figure 2-12. Selecting Base Operating System screen
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2.3.2 Instance Type Selection

Scroll down below till you see the Ubuntu image and then click Select as
shown here.

One information to note, as highlighted in yellow, is the AMI ID, which
is ami-00399ec9232182815.

Foot gevice type-ebs  Virtuskzation type:Pvm  EMA Enabled Yes

noose an Amazon Machine Image (AMI) _ ‘“““’""/“"'

® Ubuntu Server 20.04 LTS (HVM], S5D Volume Type - ami-00399ec9232182815 (64-bit x86) / ami- m
08e6b682a466887dd (64-bit Arm)

® 6a-bit (x86)
(L) 64-bit (Arm)

m Ubuntu Server 20.04 LTS (HVM),EES General Purpose (SSD) Volume Type. Support available from Canonical
{hip ubuntu.com/cloud/services)

Rioot avice TYpe et

phzation ype: Pvm  ENA Enablect Yes

Figure 2-13. Selecting Ubuntu OS screen

On the next screen, we'll be asked to choose the configuration of
the virtual machine. For now, to save money, we’ll go ahead with the t2.
micro instance as shown in the following and then click Next: Configure
Instance Details.
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e AMI 2.Choose lastance Type 3. Configwe nstance 4 4

Ste|

Amaz

2: Choose an Instance Type

wide selection of ingtance types optimized to fit different use cases. Instances are virual servers that can run agplications. They have varying combinations of

ng capacity, and give you the flexibility to chaose the appropriate mix of resources for your applications. Leam more about instance types and how

Fillerby: | Allinstance families ~ Current generation ~  Show/Hide Columns

Currently selected: 12 micro (- ECLI, 1 vCPUS, 2 5 GHz. -, 1 GIBl memary, EBS only)

iPve
Instance Storage (08 E05-Dptimized Homwork Periarmance
Famdy - Tree - vePUR (i) - Memory (BB - el B 2 - - Suppert -
i arallable (i i :
/ I+ t2nano 1 0.8 EBS anly . Low o Moderate Yes
y
[l 2 s 1 1 EBS only . Low 10 Moderate ves
2 12.small 1 2 EBS :n:_\' + Low 10 Moderate Yes
2 12 medium 2 4 EBS only Low 1o Maderate Yes

12large 2 8 EBS only - Low 1o Moderate Yes

12 xlange 4 16 EBS only - Moderate Yes

] 12.2darge 8 32 EBS only - Moderate Yes
] 130400 H 0.5 EBS only Yes Up 1oNggIGaLiR ves

cancel  Previous CLALL LRl | Mext: Configure Instance Details

Figure 2-14. Instance Selection screen

Tip In AWS, CPU selection is the most important aspect as RAM and
bandwidth depend on it. The higher the CPU, the higher is the RAM
and bandwidth. However, you might find certain instances that are
memory optimized not following this rule.

2.3.3 Instance Configuration

In this screen, we can configure the instance-level details like which
network it'll belong to and what it needs to install at startup. As can be
seen in the following screenshot, the default VPC (virtual private cloud) is
configured for the instance’s deployment.

No action needed here; we just need to scroll down to a very important
section.
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management role fa the in

Network

Subnet

Auto-assign Public 1P

Purchasing optien  (§

pe  3.ConMgurelinstance 4 AddStorage S AcdTag

Step 3: Configure Instance Details

Configure the instance to Uil your raquiremeants, You can launch multiple instances from the same AML reguest Spot instances 10 take advantage of the lower pIiCing. 9sign an access =

[ | Launch it Auto Scaling Group (1

O request Spot instances

( Vpe-2358 1688 {detaut)

4)C create new vee

No preference (defaull subnet in any Availability Zom 4

Use subnet setting (Enable) 2

Create new subnel

Placement group  [j D add Instance to placement group iAol Y
Capacity Reservation | Open 2
Domain jein directory (i No directory Cc direc
1AM role (] r— 4| C createnew LaM
Shutdown behavior (I Stop 4+
Stop - Hibemnate behavior (i CJEnable hibernation a5 an additional stop behavior
Enable termination pratection 1Pratect against sccidental termination
Mionitoring  |f L) Enable CloudWatch detailed monitoring

cancel  Previous m Mext: Add Storage

Figure 2-15. VPC Selection screen

Now we need to configure the instance to run an Apache2 web server
on port 80 upon launch. This can be done by adding our commands to set
up an Apache2 server in the “User Data” section using the script as shown
in Figure 2-16.

Tip The “User Data” section is a place where you can “bootstrap” your
servers with necessary dependencies using scripts for the respective
operating systems. Bash for *nix and PowerShell for Windows.

Code Block 2-3. User data script
File: chapter2\user_data.sh

: #!/bin/bash

1

2:

3: sudo apt update -y

4: sudo apt install apache2 -y
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Step 1: Add the preceding script in the “User Data” section.
Step 2: Click “Next: Add Storage”

1. Chuoose AL I Chooselnstance Trpe 3. Confgure Instance & Add Storage 5 kdd Tags & Configure Security Broug

Step 3: Configure Instance Details

Tenancy [ Shared - Run a shared hardware instance 2
bed tenancy.

Addiional charges will apply for des
Elastic inference [ Add an Elastic Inference acoelerator

Addtional charges apgly

Credit specification [ Dlunlimited
Additional charges may apply

File systems (i C create new file system

¥ Advanced Details

Enclave (j JEnatle
Metadata accessible (i Enabled 4
Meotadata version [ V1 and V2 {token optional) 1
Metadats token response hop limit (] 1 4
User data [

@ as text O as hle 1;uu:uuuu,u::mewe;-c;:le:/oj

Fibinbash /

sudo apt update -y

sudo apt install apache2 +f e
concetprooes ([T (et s e

Figure 2-16. User Data Script Configuration

2.3.4 Instance Storage

The next section is to add Storage, that is, adding a separate disk to store
any data. We'll keep the defaults here and then click Next: Add Tags.
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ChooseAMI 2 Croceeinstance Type 3 Conbguiebwtance 4. AddStorage 5 Aca Tags & Configure Sacueity Growp Rt

Step 4: Add Storage
Your instance wall be launched with the f:-l:hlf}; slorage device settings. You can attach additional EBS volumes and instance store volumes 10 your instance, or
edit the settings of the roof volume. You can also attach additional EBS volumes after launching an instance, but not instance store volurnes. Leam mare about

storage options in Amazon EC2.

Volume | Slze Delete on
- PS (i e s
W;p 0 Snapshot i [eia? Volume Type (i 0FS (i (MB/5) | ! i
" felenv/ s rdgu Genetal PLpose 5 ~| 10073000 N/A HotEncrypt w
Roat e sdal 04691234743575607 8 | General Purpose S 0073000 M -] ¥

Add New Voluma

Free tier eligible customers can get up 1o 30 GB of EBS General Furpose (SSD) or Magnetic storage. Leam more sbout fres usage tisr eligibility and usage
restrictions.

N

et | oo (T (e it e

Figure 2-17. Storage Configuration screen

2.3.5 Tags

Adding tags is very important especially when you're working in a cloud
environment. If you remember when we created a new account, I asked
you to enable a setting called Enable: Cost Explorer. This functionality
relies heavily on tags to provide us proper billing information.

Aside from billing, tags help us perform granular selections that can
then be applied for authentication, authorization, configuration, and
termination. So let’s click Add Tag and add a simple tag.
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1. Chosae AW

Step 5: Add Tags

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver
Acopy of a tag can by o volumes, instances or both

Key (128 characters maximum) Valve (256 characters maximum) Instances (i Volumes (i ishwort

Interfaces (|
Choose the Add tag button or click aName tag.
/ Make sure your |AM policy includes permissions to create tags
Figure 2-18. Adding Tags screen
Let’s add the following tags as shown here.
name: gitops-ec2
environment: testing
After adding the tags, click Next: Configure Security Group.
ChooseaMl 2. Chocselstance Type 3. Confgurelnstance 4 AddStorage 5. Add Tags 6. Configure Security Group 7, Review
Step 5: Add Tags
A tag consists of a case-sensitive key-value pak, For example, you could define a tag with key = Name and value = Webserver
i 3 tag can be applied 10 vol Slances or by
Tags will be applied to all instan: umes. Learn more about tagging your Amazon ECZ resources.
Key 128 characters masdmum), Value (256 characters maimum | Instances i Volumes (| :‘::xl;s i
[mame | [gtops-ecz ]
|environment | [resting ] (] (]

Add another tag Up to 50 tags maximum.

\

Cancel  Previous HNext: Configure Securily Group

Figure 2-19. Adding name and environment tags screen
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2.3.6 Security Groups

Next is a very important section from security perspective wherein we
configure which ports/services we would like to configure on our EC2

machine. The following screenshot shows that AWS is suggesting opening
the SSH port for remote login.

Tip If you're familiar with Windows Firewall in Windows or
iptables in Linux wherein we are restricting only certain ports to
be listening on our machine, security groups are almost similar in

functionality. It is AWS’ way of ensuring that no insecure services are
running by default.

AddTags . Coafigure Security Browp 7 Review

Step 6: Conﬁgure Security Group
A gex plsa f firen le:

ules that control the

your instance. On this page, you can add rules 1o allow specific rafiic to reach your instance. For example, if you want to

s that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select

O Selec

Security group name: 1w
Description: |I_\mr" wizate-1 created 2021-10-16T18:11:17 08740530
Type (i Protocal Port Range (| Source (| Description |
S5H - TCR Custom | |0.0.0.000 .9 S5H for Admin Desklop a

Add Rule

Figure 2-20. Adding Security Groups screen
However, we are installing an Apache2 web server, and by default, it

runs on port 80. Hence, we need to allow port 80 to be listening as well for
which we’ll need to add a rule to allow port 80 as well.
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Step 1: Add a good name to the security group, let’s call it gitops-ec2-

external.
Step 2: Add a rule to allow port 80 from all IPs 0.0.0.0/0; just select

HTTP from the drop-down box.
Step 3: Click Review and Launch.

Step 6: Configure Security Group
A security group s a set of firewsall rules that control the traffic for your instance. On this pags, you can sdd rules to sllow specific trafic 1o resch your instance. For exarmple, if you want to
o reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select

setup a web server and allow Intermnet traf
from an existing one below. Learn more about Amagon EC2 security groups.

Assign & security group: ® Create a new security group o\

existing :Mn"ﬁl
Security group name: ( giops-eC2-enen }

Select &

Description: aunch-wizard-1 created 2021-10-16T18:11:17.087+05:30
Type (i Protoced (i Port Range (i Source (i
= ~ TCcP 2 [Custom_~][0.00.0/0
(.-n T v TCR 80 |Custem __ ~||2.0.0.000, 240

Rules with source of 0.0.0.0/0 allow all IP addresses to access your nstance. We recommend setting security group rules to allow access from known IP addresses only.
Concel | Provious [M]

Figure 2-21. Configuring Security Groups ports 80 and 22

2.3.7 SSH Key-Pair Generation

This is the final review screen where we can review all the information
which we’ve configured so far. Once all information has been reviewed,

you can click Launch as shown here.
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Step 7. Review Instance Launch

* AMI Details Edit AMI
&)  Ubuntu Server 20.04 LTS (HVM), SSD Volume Type - smi-00399c9232182815

ity Server 20 04 LTS (HVM)LEBS Oeneral Purpose (S50) Vohare Type Support available from Canceiel (Mg www uburiu comycloud! services)

e ebs  Viusization type e

= Instance Type Edit instance type
Instance Type ECUs wCPUs Memary (Gil) Instance Storage (GB) EBS-Optimized Available Network Performance
12micro - 1 1 EBS only - Low 10 Moderate
+ Security Groups Edit security groups
Security group name glops-ec-exiemal
Description launchrwizard-1 created 2021-10-16T1E11:17.087+05:30
Type (0 Pratocol (| Port Range Source (i Description (i
s8H =3 n 0.0.0.0/0
HTTP (=3 & 0.0.0.0/0
HTTP =2 80 /0

Cancel  Pravious

Figure 2-22. Final Review screen

Upon clicking Launch, you'll be asked to create an SSH key pair as
shown here. This key will be needed to log in to the EC2 machine we've
launched. Hence, it’s also very important and needs to be performed.
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Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together, they
allow you to connect to your instance securely. For Windows AMIs, the private key file is required to
obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance. Amazon EC2 supports ED25519 and RSA key pair types.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.

|Choose an existing key pair v|
Select a key pair
[ No key pairs found |

A No key pairs found
You don't have any key pairs. Please create a new key pair by selecting the Create
a new key pair option above to continue.

Cancel

Figure 2-23. SSH Key Pair creation screen

From the drop-down that says Choose an existing key pair, select
Create a new key pair and add a name as gitops.

Step 1: Create a new key pair.

Step 2: Enter a name as gitops, keeping the key-pair type as default,
that is, RSA.

Step 3: Click Download Key Pair.

Note Please keep the downloaded key pair safe and secure. Also,
do make a note of the name of this key pair as it’ll be required to
reference in the future.
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Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together, they
allow you to connect to your instance securely. For Windows AMIs, the private key file is required to
obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance. Amazon EC2 supports ED25519 and RSA key pair types.

Note: The selected key pair will bpadded to the set of keys authorized for this instance. Learn more
about removing existing key girs from a public AMI.

QﬁCreate anew key pair |
ey pair type
@RrsA OED25519

—

You have to download the private key file (*.pem file) before you can continue. Store it
in a secure and accessible location. You will not be able to download the file again
after it's created.

|

Figure 2-24. Configure Key Pair Name and Download screen

Once the key pair has been downloaded, click on Launch Instances to
finally launch the instance.
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Select an existing key pair or create a new key pair 4

4 key pair consists of a public key that AWS stores, and a private key file that you store. Tegether, they
allow you to connect to your instance securely. For Windows AMIs, the private key file s required to
obtain the password used o log into your instance. For Linux AMIs, the private key file allows youto
securely SSH Into your instance. Amazon EC2 supports ED25519 and RSA key palr types.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.
[Create a new key pair = ~)
Key pair type
®rsa OED25519
Key pair name
|gitops

Download Key Pair

Q You have to downioad the private key file (*.pem file) before you can continue. Store it

in a secure and accessible location. You will net be able to downl he file again
after it's created.

Cancel |ET TR I
ot v Privacy Policy

Figure 2-25. Launch Instance after downloading the key pair

2.3.8 Launching EC2 Instance

It takes about one to two minutes for the instance to launch and get
configured properly. Let’s click View Instance to view the details like the
IP Address of the instance.
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Launch Status

@  Your instances are now launching
The tallawing instance Isunches have besn initiated: HMaa37B36304dB0ce  View launch log

©  Get notified of estimated charges
Create billing alerts o get an email notification when estimated charges an your AWS bill exceed an amount you define (for example, if you exceed the free usage ther).

How to connect to your instances
Your instances are launching, and it may take a few minutes until they are in the running state, when they will be ready for you 10 use. Usage hours on your new instances will stant

immediately and continue 1o accruz until you $top of terminate your instances.

Click View Instances 1o monitor your instances’ status. Once your instances are in the running state, you can connect to them from the Instances screen. Find out how to connect to

your instances.

* Here are some helpful resources to get you started

1 1o your Linux instance « Amazon EC2:

Free Usage Ties « Amazon ECZ Dis

o Les

While your instances are launching you can also

nen thesa Instances fall status checks. (Additional charges may apply|

umes (Additional ehae ¥ appiy)

(=

Figure 2-26. Launch Status screen

Upon clicking View Instance, you'll be redirected to the page where all
the information about the instance can be seen. One detail that we require
is the IP Address, which you can view by scrolling a bit toward the right.

= instances (1) i [v] wmstancestate ¥ | [ actions v | [T

Q
Hame T Instance 10 nstancestate ¥ Instascetype ¥ Status check Alarm status Availability Zome @

Public Fed DS v PubliciPvd.. ¥
SITHIE LM @ Ry B8 2mivs @ winializing a trant-2s w2181 5

Figure 2-27. Copy the IP address

Let’s copy the IP and paste it into our browser and see the magic
unfold! We've successfully launched an Ubuntu system with Apache2
server running with a few clicks that would take anywhere between 10 and

15 minutes! This is the power of cloud computing!
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@ Apache2 Ubuntu Default Page

%_

This is the default welcome page used to test the correct operation of the Apache2 server after
installation on Ubuntu systems. It is based on the equivalent page on Debian, from which the Ubuntu
Apache packaging is derived. If you can read this page, it means that the Apache HTTP server installed
at this site is working properly. You should replace this file (located at /var/wae/ht=l findex. htal)
before continuing to operate your HTTP server.

If you are a normal user of this web site and don't know what this page is about, this probably means
that the site is currently lable due to e, If the problem persists, please contact the
site’s administrator.

Configuration Overview

Ubuntu's Apache2 default configuration is different from the upstream default configuration, and split
into several files cptimized for interaction with Ubuntu tools. The configuration system is fully
documented in fusr/share/doc/apache2/README.Debian.gz. Refer to this for the full
documentation. Documentation for the web server itself can be found by accessing the manual if the
apache2-doc package was installed on this server.

The configuration layout for an Apache2 web server installation on Ubuntu systems is as follows:

Jetc/opachel/

[-- opache?.conf

Il ports. conf
[-- mods-enabled

! *. Load

| “.- *_conf

{-- conf-enabled

! -~ *.conf

{-- sites-enabled

! *-- *.conf

s apache? coof js the main confiouration file. It puts the pieces tonether by induding all

Figure 2-28. Accessing EC2 from the browser

2.3.9 Terminating EC2 Instance

Let’s terminate this instance by following these steps:

Step 1: Click on “Instance State”.

Step 2: Click on “Terminate Instance”.

Instances [1/1) ito

Name T Instance 1D

iHaa3 7836304480

=l

Stop instance

=
Instancestate ¥ Instamcetype ¥ Status check Alarm status Availability Zor

Feboot instance

@ Running @S 2miero @ Init us-east-2b

Terminate instance

Figure 2-29. Terminating EC2 Instance
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Note It'll take about five minutes to terminate the instance.

2.4 Creating an EC2 Machine - CLI

We saw how it is possible to spin up a virtual machine on AWS cloud with
an Ubuntu OS and an Apache2 web server with a few clicks. Not only was
it easy but the entire process is also very much parameterized where you
can simply specify the parameters and spin up a system of your choice.
However, doing via GUI has its own limitation, the most important one
being lacking automation. To automate this process of creating an

EC2 instance, we need the AWS CLI tool that was used to configure the
access keys.

2.4.1 Configuring CLI Environment

The base command to create a running EC2 machine on AWS is the
following.

CLI Output 2-4. Configuring CLI environment

cmd> export AWS_PROFILE=gitops
cmd> aws ec2 run-instances

When working with multiple profiles, it is a good practice to either
initialize the CLI environment by exporting the AWS_PROFILE variable or
adding -profile, for example, aws ec2 run-instances --profile.

Now there are five parameters that we need in order to execute the
same Apache2 virtual machine that we spun up on AWS through the GUI
in the earlier section. They are
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— AMIID - ami-00399ec92321828f5
— Instance Type - t2.micro
— Key Name - gitops
— User Data - chapter2\user_data.sh
— Security Group ID - We'll need to fetch

— Network/Subnet ID - We'll need to fetch

2.4.2 Fetching Security Group ID

So first, let’s fetch the security group ID which we’d created in the earlier
section.

CLI Output 2-5. Fetching security group ID

cmd> aws ec2 describe-security-groups --query
"SecurityGroups[*].[GroupName,GroupId]'

[

"gitops-ec2-external”,
"sg-085db3a64b72894be"

"default",
"sg-f687edba”

Using the aws ec2 describe-security-groups command, we are getting
the details of all the security groups that are configured for the account
in the default region, that is, us-east-2. However, we are only interested
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in the security group ID, and hence, we've formatted the output using
the --query parameter of AWS CLI to fetch only the GroupName and the
GrouplD.

2.4.3 Fetching Subnet ID

Next, in a similar manner, let’s retrieve the SubnetID of the subnet where
we need to deploy our EC2 instance. A subnet is a logical grouping of
networks within a single VPC. AWS creates a subnet per zone as can be
seen in the following. The US-East region has three zones, and hence,
we are having three different subnets. We can, however, select any of the
subnets to deploy our EC2 machine in.

CLI Output 2-6. Fetching subnet ID

cmd> aws ec2 describe-subnets --query 'Subnets[*].
[SubnetId,AvailabilityZone]'

"subnet-79b62812",
"us-east-2a"

"subnet-060bdf7b",
"us-east-2b"

"subnet-49764905",
"us-east-2c"
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So far, we've got the following information:

— AMIID - ami-00399ec92321828f5

Instance Type - t2.micro

— Key Name - gitops

— Security Group ID - sg-085db3a64b72894be
— Network/Subnet ID - subnet-79b62812

— User Data - chapter2\user_data.sh

2.4.4 Launching EC2 Instance

Now we are ready to run the command that will create our EC2 instance
from the CLI!

CLI Output 2-7. Launching EC2 from CLI

cmd> aws ec2 run-instances --image-id ami-00399ec92321828f5
--count 1 \
--instance-type t2.micro --key-name gitops \
--security-group-ids sg-085db3a64b72894be \
--subnet-id subnet-79b62812 --user-data file://chapter2/
user_data.sh

"Groups": [],
"Instances": [
{
"AmiLaunchIndex": o,
"Imageld": "ami-00399ec92321828f5",
"Instanceld": "i-06adc4012f2b88810",
"InstanceType": "t2.micro",
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"KeyName": "gitops",
"LaunchTime": "2021-10-23T13:28:22.000Z",
"Monitoring": {
"State": "disabled"
}J
"Placement": {
"AvailabilityZone": "us-east-2a",
"GroupName": "",
"Tenancy": "default"
}J
"PrivateDnsName": "ip-172-31-5-130.us-east-2.
compute.internal”,
"PrivateIpAddress": "172.31.5.130",
"ProductCodes": [],
"PublicDnsName": "",
"State": {
"Code": 0,
“Name": "pending"

Take note of the “instance-id’, which is “i-06adc4012f2b88810’, which
we'll need to query the IP address of our server.

2.4.5 Accessing EC2 Instance

Now here, we need to query for the IP address of a specific instance using

the instance ID we received. The following command applies the “-filter”

flag against two attributes, that is, instance-state and instance-id, with their

respective values and then queries for the PublicIpAddress field.
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CLI Output 2-8. Obtain the IP address through describe instances

cmd> aws ec2 describe-instances

--filters \

"Name=instance-state-name,Values=running" \
"Name=instance-id,Values=i-06adc4012f2b88810" \

--query 'Reservations[*].Instances[*].[PublicIpAddress]' \
--output text

18.217.95.186

Let’s run a curl command to verify if the instance is indeed running. As

shown here, the same is verified.

CLI Output 2-9. Curl the IP address
cmd> curl -I http://18.217.95.186

HTTP/1.1 200 OK

Date: Sat, 23 Oct 2021 17:01:56 GMT

Server: Apache/2.4.41 (Ubuntu)
Last-Modified: Sat, 23 Oct 2021 13:29:27 GMT
ETag: "2aa6-5cfo51de7a237"

Accept-Ranges: bytes

Content-Length: 10918

Vary: Accept-Encoding

Content-Type: text/html

2.4.6 Terminating EC2 Instance

Let’s destroy the instance that we started earlier using the following
command by first querying for the instance ID and then running the
terminate-instances command.
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CLI Output 2-10. Terminating the EC2 instance through CLI

cmd> aws ec2 describe-instances \

--filters \

"Name=instance-state-name,Values=running" \

--query 'Reservations[*].Instances[*].[Instanceld]’ \
--output text

i-06adc401212b88810

cmd> aws ec2 terminate-instances --instance-id
i-06adc4012f2b88810

{

"TerminatingInstances": [
{
"CurrentState": {
"Code": 32,
"Name": "shutting-down"

b
"InstancelId": "i-06adc4012f2b88810",

"PreviousState": {
"Code": 16,
“Name": "running"
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2.5 Clean-Up

Just to ensure that we don’t end up getting billed unnecessarily, you

visit the EC2 console on the AWS GUI and double-check if everything is
deleted. The Instances (running) field should show 0 and ensure you’ve
selected the correct region. If it’s still showing, execute the commands
specified in CLI Output 2-10.

Resources EC2 Global view [ ‘ I ] J I @ J

You are using the following Amazon EC2 resources in the US East (Ohio) Region:

( Instances (running) 0] Dedicated Hosts 0
Elastic IPs 0 Instances 3
Key pairs 1 Load balancers 0
Placement groups 0 Security groups 2
Snapshots 0 Volumes 0

Figure 2-30. EC2 Instances running is zero

Note Always double-check the region; we’ve been following
us-east-2 in this chapter.

2.6 Conclusion

In this way, we saw how AWS makes it easy to set up infrastructure in a matter
of minutes in case of GUI and seconds in case of using CLI. It may, however,
be easy to perform the preceding actions, but when it comes to setting up a
production-grade environment, it cannot be (or rather should not be) done
using either GUI or using CLI as it is difficult to keep track of what’s running
and while doing interconnections with the different systems, etc.
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At times, running infrastructure in the cloud can get expensive if you
don’t know what exactly is running as against what is needed. Hence,
in the next chapter, we'll introduce ourselves to a tool called Terraform,
which will make our lives a lot easier as it'll help us in not only creating
the infrastructure but also in managing the state as well as facilitating
interconnections between different systems and AWS services.
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Introduction
to Terraform

In the previous chapters, we looked at how an EC2 machine can be created
using the GUI as the CLI interface. In this chapter, we'll understand what
Terraform is and how using Terraform we’ll create the exact same EC2
machine with the exact same configuration without using CLI/GUI consoles.

3.1 Prerequisites

From here onward, I'll be showing a lot of code snippets that can be
downloaded from the GitHub link shared earlier. It is recommended that
you get hold of the following before moving ahead as all will be required
henceforth if you wish to follow along with the book:

— A code editor. I am using Visual Studio Code (VS
Code), which can be downloaded and installed from
the following link:

— https://code.visualstudio.com/Download

— Terraform plugin by HashiCorp for VS Code can be
installed from here or from within VS Code itself:

— https://marketplace.visualstudio.com/
items?itemName=hashicorp.terraform
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— Terraform binary installed in the path. The following
link can be used to download and install terraform
amd add terraform binary in the path. The code
discussed in the book currently supports Terraform
>=1.2.0:

—  www.terraform.io/downloads.html

3.2 Introduction to Terraform

When we wish to set up something, there are primarily two aspects to
it: provisioning and configuring. We provision a home using bricks and
mortar and then configure it using different pieces of furniture like bed,
sofa, etc.

In the infrastructure world, when we say we need to create an Apache2
web server, we first need to provision an underlying operating system and
its binaries and then configure the server so that it can run as expected.

Tools like Terraform, Ansible, Chef, Puppet, SaltStack, AWS
CloudFormation, etc., help us in provisioning and configuring
infrastructure resources in the cloud (and on premises, e.g., OpenShift)
through simple lines of declarative code. Declarative programming is
a method of writing instructions that define the goal of the program. It
doesn’t involve itself on the how part. For example, in terraform, the
following few lines simply say that we want an EC2 instance to be up and
running. We don’t know or rather we don’t really care how it'll be done.

Code Block 3-1. Iterationl code for spinning up an EC2 machine

File: chapter3\infra\iterationi\main.tf

19: resource "aws_instance" "apache2 server" {
20 ami "ami-00399ec92321828f5"
21:  instance_type = "t2.micro"
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22: user_data = << EOF

23: #!/bin/bash

24: sudo apt update -y

25: sudo apt install apache2 -y
26: EOF

27:  tags = {

28: env = "dev"

29:  }

30: }

Terraform as a tool is developed in Go and has three main components
as shown here.

Terraform .
ConfigurationFiles | -—

T N

|
=

Terraform State

Providers

Figure 3-1. Terraform Core Components

o Terraform Configuration Files - Files containing the
HCL formatted declarative code providing instructions
of what needs to be done. These files have the .tf
extension.
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o Providers - They are plugins that terraform relies on to
interact with the APIs of different IaaS (Infrastructure as
a Service) providers like AWS, GCP, and Azure or even
Saa$ (Software as a Service) providers like Datadog or
PaaS (Platform as a Service) providers like Kubernetes,
which we'll explore in detail in this book. Information
on how to start/stop/destroy the different resources/
services is baked into these providers.

o Terraform State - After taking inputs from the
configuration files and the providers, terraform
creates a state file that is a pure JSON document
wherein it maps the complete infrastructure resources
that've been created with all different metadata like
timestamp, configuration information like IP address,
resource identifiers, etc. The terraform state file has a
[tfstate extension.

3.3 Getting Started with Terraform

The best way to understand Terraform or any programming language/tool
is to take a use case and execute it. So we'll look at the third way in which
an AWS EC2 machine can be provisioned using Terraform!

We'll understand the different aspects of the terraform code like
resources, modules, variables, data elements, output, etc., through
three iterations. All the iterations would have the same result difference
would be the way we are writing the code which matters a lot, especially
when you are writing in declarative format. Each iteration would be an
improvisation over the previous one with the third iteration being the best,
most independent, scalable, and conformant with best practices.

Before we begin, let’s confirm a few things.
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A. You've downloaded the code repository. You
should’ve the following folder format and you'll
need to open the specific chapter that we are

learning.

CLI Output 3-2. Code folders

cmd> tree -d -L 1

chapteri
— chap
chapter2
— chap
chapter3
— chap
chapter4
— chap
chapters
— chap
chapter6
— chap
chapter7
— chap
chapter$8
— chap
chapter9
— chap
— chapter1o0

10 directories

B. You've installed Terraform version 1.0.0 or greater
and authenticated with AWS as shown here.

CLI Output 3-3. Terraform Getting Started
cmd> terraform --version

Terraform v1.0.7
on linux_amd64

cmd> export AWS_PROFILE=gitops
cmd> aws sts get-caller-identity

{
"UserId": "AIDATLYRVHDFFW7RHDCIP",
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"Account": "231428405450",
"Arn": "arn:aws:iam::231428405450:user/gitops"”

3.4 lteration #1

The following 26 lines of code will spin up an EC2 server for us on AWS
using all the defaults. Here, it can be seen that we've not provided the VPC
ID; hence, Terraform will query the default VPC in AWS and set up the

server in it.

CLI Output 3-4. main.tf for iterationl
File: chapter3\infra\iterationi\main.tf

01: # Setting and locking the Dependencies
02: terraform {

03: required providers {

04: aws = {
05: source
06: version
07: }

08: }

09:

10:  required version = ">= 1.1.0"
11: }

12:

13: # AWS Provider configuration

"hashicorp/aws"
"4.10"

14: provider "aws" {

15: region = "us-east-2"
16: }

17:
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18: # AWS EC2 Resource creation

19: resource "aws_instance" "apache2 server" {
20:  ami = "ami-00399ec92321828f5"
21:  instance_type = "t2.micro"

22: user data = "${file("user data.sh")}"

23:  tags = {

24: env = "dev"
25:  }

26: }

L02-11: Sort of the primary starting point of execution, like main()
where the provider dependencies are checked and downloaded. As
stated, earlier providers are nothing but plugins that fit into the terraform
architecture. Here, we are declaring that this code will run only for
Terraform version >=1.1.0, and we are going to use the AWS provider for
the specific version. If we were to use GCP, then we’d add the GCP-related
information. We’ll be adding many more providers as we proceed ahead.

L14-16: Every provider needs some information for configuration. The
AWS provider needs information about the region, access keys, tokens, etc.
The complete documentation of the AWS provider is available here: https://
registry.terraform.io/providers/hashicorp/aws/latest/docs.

For our requirement, we only need to set the region as we've already
configured the AWS CLI and authenticated using it; we only need to export
the environment variable AWS_PROFILE before running terraform.

L19-30: In terraform, every resource needs to be configured separately.
Here, we're configuring the AWS EC2 machine with all the information that
we'd seen earlier like the AMI ID, instance type, and the user data startup
script that is being loaded using the file function of Terraform. When we
start building on terraform, we’ll be mainly working on these resources,
and you can imagine each resource to be a Lego piece. The entire Lego will
be built by juxtaposition of these pieces.
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3.4.1 Terraform Working Directory

Let’s now run this code and explore the different terraform commands.
Before running any terraform command, it is important to understand
what terraform considers as the root of the project or the terraform
working directory. As shown in the following, we must first change into
the directory that contains the terraform code, which is the iterationl
directory for us.

All the *.tffiles in this directory will be clubbed and executed together
by terraform, and hence, this directory becomes the root directory or the
terraform working directory.

CLI Output 3-5. Terraform’s current working directory

cmd> cd chapter3/infra/iterationi

cmd> 1s -1

total 4

-IW-r--I-- 1 ubuntu ubuntu 476 Oct 30 11:57 main.tf
-IW-Y--r-- 1 ubuntu ubuntu 59 Oct 30 11:57 user data.sh

Terraform doesn’t apply recursively; for example, if we had a folder
called child under the iteration1 folder and we apply terraform on the
iteration1 folder, then any *.tf files inside the child directory will not apply!

CLI Output 3-6. Terraform applies to only *.tf files in a single folder

cmd> cd chapter3/infra/iterationi
cmd> tree -a iterationi

iterationi {------ Root Directory

— child YEEEEEE Child Directory

| L— child.tf {------ Terraform will not include
L— main.tf Y Terraform will include

L— user data.sh
1 directory, 3 files
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Tip You can, however, use the flag -chdir to change the root
directory to something else; for example, the terraform -chdir=child
apply command will consider the child directory as the root directory.
But still, it’ll not read the *.tf files in the parent directory!

3.4.2 Terraform init

Let’s now execute the first command, which is terraform init, as shown here.

Tip Always export the profile using the AWS_PROFILE environment
variable as it becomes easy to follow which AWS environment we are
working on. The values in the environment variables have taken the
highest precedence in terraform’s execution.

CLI Output 3-7. Output for terraform init

cmd> export AWS_PROFILE=gitops
cmd> cd chapter3/infra/iterationi
cmd> terraform init

Initializing the backend...

Initializing provider plugins...

- Finding hashicorp/aws versions matching "~> 3.27"...
- Installing hashicorp/aws v3.63.0...

- Installed hashicorp/aws v3.63.0 (signed by HashiCorp)

Terraform has created a lock file .terraform.lock.hcl to record
the provider selections it made previously. Include this file
in your version control repository so that Terraform can
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guarantee to make the same selections by default when you run
"terraform init" in the future.

Terraform has been successfully initialized!

You may now begin working with Terraform. Try running
"terraform plan" to see any changes that are required for your
infrastructure. All Terraform commands should now work.

If you ever set or change modules or backend configuration for
Terraform, rerun this command to reinitialize your working
directory. If you forget, other commands will detect it and
remind you to do so if necessary.

terraform init initializes the entire terraform ecosystem by
downloading and installing the dependencies. As can be seen from the
preceding command output, it basically downloads the AWS provider of
the specific version and creates a .terraform.lock.hcl file, which contains
the information about all the dependencies and their hashes. Terraform init
command also creates a .terraform folder where the actual dependency is
installed as shown in the following in the output of the tree command.

CLI Output 3-8. Folder structure after terraform init

cmd> tree -a

F— .terraform

| L— providers
| L— registry.terraform.io

| L— hashicorp

| L— aws

|

| L— linux_amdé4
|

L terraform-provider-aws_
v4.10.0 X5
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— .terraform.lock.hcl
L— main.tf
L— user data.sh

7 directories, 4 files

3.4.3 Terraform Plan

Now that our project has been initialized, let’s execute the next command,
that is, terraform plan.

The terraform plan command provides a detailed output about all
the resources that are going to be added, removed, or updated with
appropriate signs:

+ - The plus symbol indicates that a resource will
be added.

- - The hyphen indicates that the resource will be
destroyed.

~ - The tilde indicates that the resource will be
updated.

In the preceding plan execution, we can only see + symbol since this is
the very first time we’ve applied the plan.
CLI Output 3-9. Terraform Plan output

cmd> terraform plan

Terraform used the selected providers to generate the following
execution plan. Resource actions are indicated with the
following symbols:

+ create
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Terraform will perform the following actions:

# aws_instance.apache2_server will be created

+ resource "aws_instance" "apache2 server" {
+ ami = "ami-00399ec92321828f5"

arn (known after apply)

associate public_ip address (known after apply)

(known after apply)

availability zone

cpu_core count (known after apply)

cpu_threads per core
disable api termination

(known after apply)
(known after apply)

ebs optimized (known after apply)
false

(known after apply)

get password data

host_id

id
instance_initiated shutdown behavior
instance_state

(known after apply)
(known after apply)
(known after apply)
instance_type = "t2.micro"

ipv6_address count
ipv6_addresses

(known after apply)
(known after apply)

key name (known after apply)

monitoring
outpost_arn

(known after apply)
(known after apply)

password data = (known after apply)
placement _group = (known after apply)
placement partition_ number = (known after apply)
primary network interface id = (known after apply)
private dns = (known after apply)
private ip = (known after apply)
public dns (known after apply)
public_ip = (known after apply)

secondary private ips = (known after apply)

+ + + + + + + + + + + + + + + + + + + + + + + + + + +
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security groups
source_dest check
subnet_id
tags

+ "env" =
}
tags_all

"deV"

+ "enV" — "deV"

}
tenancy
user_data

+ user_data base64

vpc_security group ids
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(known after apply)
true
(known after apply)

(known after apply)
"7bdaf2f31b227
2f40c05104fc1ce
987cdcdbafds”
(known after apply)
= (known after apply)

capacity reservation specification {

+ capacity reservation preference =

(known after apply)

+ capacity reservation target {

+ capacity reservation id = (known

}
}

ebs_block device {

-+

delete on termination =
device name =
encrypted =
iops =
kms_key id =
snapshot_id =
tags =
throughput =

+ + o+ + o+ + o+ o+

volume id =

after apply)

after
after
after
after
after
after
after
after
after

(known
(known

apply)
apply)
apply)
apply)
apply)
apply)
apply)
apply)
apply)

(known
(known
(known
(known
(known
(known
(known
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+ volume_size = (known after apply)
+ volume type = (known after apply)

}

+ enclave options {
+ enabled = (known after apply)

}

+ ephemeral block device {
+ device_name = (known after apply)
+ no_device (known after apply)
(known after apply)

+ virtual name

}

+ metadata_options {

+ http_endpoint (known after apply)
+ http put response hop limit

+ http_tokens
}

+ network interface {

(known after apply)
(known after apply)

+ delete on_termination = (known after apply)
+ device_index = (known after apply)
+ network interface id = (known after apply)

}

+ root_block device {
+ delete_on_termination = (known after apply)

+ device name = (known after apply)
+ encrypted = (known after apply)
+ iops = (known after apply)
+ kms_key id = (known after apply)
+ tags = (known after apply)
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+ throughput (known after apply)
(known after apply)

(known after apply)

+ volume_id

+ volume_size
+ volume_type

}

(known after apply)

}

Plan: 1 to add, 0 to change, 0 to destroy.

Note: You didn't use the -out option to save this plan, so
Terraform can't guarantee to take exactly these actions if you
run "terraform apply" now.

Tip Terraform plan outputs can run into hundreds and even
thousands of lines; hence, if you wish to save the output, then you
can use the command terraform plan -out plan.tfplan to save the
plan that is not readable by a traditional editor but does contain all
the configuration information.

From the plan, it’s quite discernable that terraform is not only creating
the AWS EC2 instance but also creating everything associated with it like
the EBS volume, root volume, and network interfaces just to name a few.
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3.4.4 Terraform Apply

Let’s now look at the final command: terraform apply. Upon firing the
terraform apply command, it’ll spool out the entire plan first and then
wait for our input as shown here.

Let’s enter yes to execute our plan.

CLI Output 3-10. Terraform apply output
cmd> terraform apply
XXXXXXXXXXXX - - -SNIPPED- - - - XXXXXXXXXXXX

Do you want to perform these actions?
Terraform will perform the actions described above.
Only 'yes' will be accepted to approve.

Enter a value: yes

aws_instance.apache2 server: Creating...
aws_instance.apache2_server: Still creating... [10s elapsed]
aws_instance.apache2 server: Still creating... [20s elapsed]
aws_instance.apache2 server: Still creating... [30s elapsed]
aws_instance.apache2_server: Creation complete after 35s
[id=i-0a2a8acd8cd1385c¢5]

Apply complete! Resources: 1 added, 0 changed, 0 destroyed.

That’s it, our EC2 instance has now been created with just a few lines of
code! That is the power of infrastructure as code.

3.4.5 Terraform State File

We can now see that a new file has been created called terraform.state
whose contents are as follows. The #fstate file stores all the information
about the resources that we need and terraform requires to store to
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perform any other actions like update or deletion. Feel free to scroll
through the next two pages as I just wanted to share here what the
terraform state looks like.

CLI Output 3-11. Terraform tfstate file

cmd> cat terraform.tfstate

"version": 4,
"terraform version": "1.1.0",
"serial": 1,

"lineage": "1c277ed5-56d2-74b8-5037-026d4dac8a76",
"outputs": {},
"resources": [

{
"mode": "managed",
"type": "aws_instance",
"name": "apache2_server",
"provider": "provider[\"registry.terraform.io/hashicorp/
aws\"]",
"instances": [
{

"schema_version": 1,
"attributes": {
"ami": "ami-00399ec92321828f5",
"arn": "arn:aws:ec2:us-
east-2: XXXXXXXXXXXX:instance/i-0a2a8acd8cd1385¢c5",
"associate public_ip address": true,

"availability zone": "us-east-2b",
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"capacity reservation specification": [
{
"capacity reservation preference": "open",
"capacity reservation target": []

}
]J
"cpu_core count": 1,
"cpu_threads per core": 1,
"credit specification": [

{

"cpu_credits": "standard"

}

]J

"disable api termination": false,
"ebs block device": [],
"ebs optimized": false,
"enclave options": [

{

"enabled": false

}

]J

"ephemeral block device": [],

"get password data": false,
"hibernation": false,

"host_id": null,

"iam instance profile": "",

"id": "i-0a2a8acd8cd1385c5",
"instance_initiated_ shutdown_behavior": "stop",
"instance_state": "running",

"instance_type": "t2.micro",

"ipv6 _address count": 0,
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"ipv6_addresses": [],
n key_name" . nn s
"launch_template": [],

"metadata_options": [

{
"http_endpoint": "enabled",
"http put response hop limit": 1,
"http_tokens": "optional"
}
]J

"monitoring": false,
"network interface": [],

"outpost_arn": "",

"password data": "",
"placement_group": "",
"placement_partition_number": null,
"primary network interface id":
"eni-038a548d78778b9c6",
"private _dns": "ip-172-31-16-189.us-east-2.compute.
internal”,
"private ip": "172.31.16.189",
"public_dns": "ec2-34-209-221-82.us-east-2.compute.
amazonaws.com",
"public_ip": "34.209.221.82",
"root block device": [
{

"delete on_termination": true,

"device name": "/dev/sda1",

"encrypted": false,

"iops": 100,

"kms_key id": "",
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"tags”: {},
“throughput": o,

"volume_id": "vol-01e32fc3ab4908837",
"volume size": 8,

"volume_type": "gp2"

}
1,

"secondary private ips": [],
"security groups": [

"default"”
]J
"source_dest check": true,
"subnet_id": "subnet-3abb6842",
"tags": {

env": "dev"
}

"tags all": {

env": "dev"
}

"tenancy": "default",
"timeouts": null,
"user data":
"7bdaf2f31b2272f40c05104fc1ce987cdcdbafds”,
"user_data base64": null,
"volume_tags": null,
"vpc_security group ids": [
"sg-f32c11d8"
]
})
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"sensitive attributes": [],
"private”: "XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX"

We can also find the IP address of the EC2 machine by querying using
the following command.

CLI Output 3-12. Querying for public IP address from tfstate
cmd> cat terraform.tfstate | grep "public_ip"

"associate public_ip address": true,
"public_ip": "34.209.221.82",

3.4.6 Terraform Destroy

Let’s now destroy the EC2 machine and everything else created with it
using a simple command: terraform destroy.

CLI Output 3-13. Terraform Destroy command output
cmd> terraform destroy

aws_instance.apache2_server: Refreshing state...
[id=i-0a2a8acd8cd1385c¢5]

Terraform used the selected providers to generate the following
execution plan. Resource actions are indicated with the
following symbols:

- destroy
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Terraform will perform the following actions:

# aws_instance.apache2_server will be destroyed

- resource "aws_instance" "apache2 server" {

"ami-00399ec923

21828f5" -> null

- arn = "arn:aws:ec2:us-
east-2:87181177
8330:instance/

i-0a2a8acd8

- ami

cd1385c¢5"
-> null
- associate public_ip_ address = true -> null
- availability zone = "us-east-2b"
-> null
- cpu_core_count =1 ->null
- cpu_threads per core =1 ->null
- disable api termination = false -> null
- ebs optimized = false -> null
- get password data = false -> null
- hibernation = false -> null
- id = "i-0a2a8acd8cd13
85¢5" -> null
- instance_initiated shutdown_behavior = "stop" -> null

- instance state "running" ->

null
- instance_type = "t2.micro" -> null
- ipv6_address_count =0 -> null
- ipv6_addresses =[] -> null

false -> null
"eni-038a548d78
778b9c6" -> null

- monitoring

- primary network interface id
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private_dns

private_ip

public_dns

public_ip

secondary private ips

security groups

- "default",
] -> null
source_dest check
subnet_id

tags

- "env" = "dev"
} -> null
tags all

- "env" = "dev"
} -> null
tenancy

INTRODUCTION TO TERRAFORM

= "ip-172-31-16-
189.us-east-2.
compute.
internal"
-> null

= "172.31.16.189"
-> null

= "ec2-34-209-221-
82.us-east-2.
compute.
amazonaws.com"
-> null

= "34.209.221.82"

-> null

[] -> null

[

true -> null
"subnet-3abb6842"
-> null

{

"default" ->
null
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- user data = "7bdaf2f31b227
2140c05104fc1ce
987cdcdbafds”
-> null

- vpc_security group ids = [

- "sg-f32c11d8",
] -> null
XXXXXXXXXXXXXXX - - - - - - SNIPPED------- XXXXXXXXKXXXXXXXXXXXX

Plan: 0 to add, 0 to change, 1 to destroy.

Do you really want to destroy all resources?
Terraform will destroy all your managed infrastructure, as
shown above.
There is no undo. Only 'yes' will be accepted to confirm.

Enter a value: yes

aws_instance.apache2 server: Destroying...
[id=i-0a2a8acd8cd1385¢5]

aws_instance.apache2_server: Still destroying...
[id=1i-0a2a8acd8cd1385c5, 10s elapsed]
aws_instance.apache2_server: Still destroying...
[id=1i-0a2a8acd8cd1385c5, 20s elapsed]
aws_instance.apache2 server: Still destroying...
[id=1i-0a2a8acd8cd1385c5, 30s elapsed]
aws_instance.apache2 server: Destruction complete after 37s

Destroy complete! Resources: 1 destroyed.
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Note From now onward, to save the environment and to avoid
making you turn multiple pages just to skip the output of terraform
commands, | shall be omitting them (terraform output commands)
altogether except for a few places where required.

Tip We can use the --auto-approve flag to avoid manually entering
yes, each time running terraform apply and destroy. The following are
the full commands:

terraform apply --auto-approve
terraform destroy --auto-approve

3.5 Iteration #2

Now that we've seen the complete execution of the first iteration including
terraform init, plan, apply, and destroy, let’s try to understand what the
problems are associated with this iteration. The problems in the first
iteration are as follows:

A. We must use an extra command to identify the IP
address of the machine.

B. Our machine is still not accessible over the public
Internet as we did not apply the security groups.

C. All the values like the region, instance type, and
environment are being hard-coded, and if we wish
to change them, then we’ll have to modify the main

code, which is not recommended.
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D. We'd also like to have a common naming
convention for all resources such that it’s easier
to identify which region and environment they
belong to.

E. Currently, the AMI ID that we are using is also
hard-coded, and we’d like to fetch the latest version
of Ubuntu for which we need to access the AWS
documentation, which is quite a manual process.

How will we solve the preceding problems? The following are the
answers to the corresponding questions in the same order:

A. 'We'll be using output variables of terraform.
B. We'll create new security groups.

C. We'll be using a separate file called terraform.auto.
tfvars to store our variables.

D. We'll make use of local variables where we can
combine multiple variables and use the expression
language syntax to have a uniform naming

convention.

E. We'll use the data element in terraform to fetch the
latest Ubuntu AMI.

Let’s view the code! Since the code blocks are getting bigger, I shall
break them down.

3.5.1 Terraform Variables

Just like every programming language, terraform also supports variables
that can hold values. There are multiple ways in which we can pass the
variables to terraform through *.tfvars file and the variable declaration
syntaxes as shown here.
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Code Block 3-14. terraform.auto.tfvars file with variables and values
File: chapter3\infra\iteration2\terraform.auto.tfvars

1: environment = "dev"

2: region "us-east-2"

"t2.micro"

3: instance_type

Code Block 3-15. main.tf file containing variable declarations
File: chapter3\infra\iteration2\main.tf

01: # Variable Declaration
02: variable "environment" {

03: description = "The environment e.g uat or prod or dev"
04:  type = string

05: }

06:

07: variable "region" {

08: description = "The region where we wish to deploy to"
09:  type
10: }

11:

12: variable "instance type" {

13:  description = "EC2 instance type"

string

14:  type = string

15: }

16:

17: locals {

18:  name-suffix = "${var.region}-${var.environment}"
19: }
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L01-15: We are now declaring the variables of different types in main.tf
and their values in a file called terraform.auto.tfvars. If we wish to modify
attributes like EC2 instance type or environment or region, we only need to
modify the terraform.auto.tfvars file. This file is imported automatically
when the terraform apply command is executed; hence, we don’t need to
specify anything on the command line.

Terraform supports various variable formats like number, lists, maps,
and boolean.

L17-19: If we wish to add an expression to a variable like adding a
suffix/prefix, then we can make use of a locals declaration wherein we can
declare variables that support expression syntaxes. Here, we've declared
a variable called name-suffix, which is a concatenation of region and

environment with a hyphen.

3.5.2 Terraform Data Source

While working with terraform, there can arise multiple instances where we
may need to read data from an already-existing resource or a repository. The
data is what we need to declare in order to perform any such read operation.

Code Block 3-16. The usage of the data declaration for a read
operation
File: chapter3\infra\iteration2\main.tf

38: # Data element fetching the AMI ID of Ubuntu 20.04
39: data "aws_ami" "ubuntu" {
40: most_recent = true

41:  filter {
42: name = "name"
43: values = ["ubuntu/images/hvm-ssd/ubuntu-focal-20.04-

amd64-server-*"]
44: '}
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45:  filter {

46: name = "virtualization-type"
47: values = ["hvm"]

48: }

49: # AWS ID of Canonical organisation
50: owners = ["099720109477"]
51: }

L38-51: Using the resources element, we can perform Create/Update/
Delete operations in terraform, but what about Read? As discussed earlier,
there may arise situations where during the terraform execution, we may
be required to read data of existing resources in the cloud provider. This
can be achieved using the data element that is applied on a resource called
aws_ami. Since AWS has hundreds of AMI (Amazon Machine Images) IDs,
we are applying a filter to narrow down to what we need using the filter
and the owner elements.

3.5.3 Terraform Resource

Resources are the actual infrastructure objects that need to be declared in
terraform and are at the heart of the entire tool. Here, we are declaring two
resources: Security Groups and an EC2 Instance.

Code Block 3-17. Security group resource creation definitions
File: chapter3\infra\iteration2\main.tf

53: # Creating Security Group with ingress/egress rules
54: resource "aws_security group" "public_http sg" {
55:  name = "public_http sg-${local.name-suffix}"

56:
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57: # Allow all inbound traffic to port 80
58:  ingress {

59: from port = 80

60: to port = 80

61: protocol = "tcp"

62: cidr blocks = ["0.0.0.0/0"]

63: }

64:

65: # Allow EC2 to be connected from internet
66: egress {

67: from port =0

68: to_port = 65535

69: protocol = "tcp"

70: cidr blocks = ["0.0.0.0/0"]

71:  }

72:

73:  tags = {

74: "Environment" = var.environment
75: "visibility" = "public"

76:  }

77: }

L53-77: We are declaring the resource for creating a security
group, which is declaring two rules: an ingress rule to allow inbound
communication on port 80 from anywhere in the world and an egress rule
for the EC2 machine to connect to the outside world. It’s only through
this rule that we’ve been able to access our EC2 machine from over the
Internet. You might find it difficult to understand why I have added the
egress rule. Why would the EC2 machine want to communicate with
the outside world? The simple answer is to contact the Ubuntu package
repository to download the Apache2 server packages!
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Code Block 3-18. AWS EC2 instance creation
File: chapter3\infra\iteration2\main.tf

79: # AWS EC2 Resource creation
80: resource "aws_instance" "
81: ami

82:  instance_type

83:  vpc_security group_ids

apache2_server" {
data.aws_ami.ubuntu.id

var.instance_type

[aws_security group.public_
http sg.id]
84: user data = "${file("user data.sh")}"

85: tags = {

86: env = var.environment

87: Name = "ec2-${local.name-suffix}"
88: }

89: }

L80-89: The resource definition for EC2 was discussed earlier;
however, there is a slight change here where we’'ve modified the way we
pass the value to the ami parameter on L81. We are now populating the
value with AMI ID from the data source declared earlier. We've also added
reference to the security group ID on L83 that we've added earlier.

3.5.4 Terraform Output

The output variable allows us to retrieve any attribute about any resource
that has been created using the terraform script.
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Code Block 3-19. Terraform output declaration with public IP
File: chapter3\infra\iteration2\main.tf

91: # Output the Public IP Address

92: output "ip address" {

93: value = aws_instance.apache2 server.public ip
94: }

L91-94: Here, we are retrieving the value of the public_ip variable in
the terraform state that we’ve seen earlier.

Let’s execute this terraform script using the following commands and

test if everything is working as expected. Only output pertaining to the
section needed is being shown here for brevity.

CLI Output 3-20. Execution of iteration #2 script

cmd> export AWS PROFILE=gitops

cmd> terraform init

cmd> terraform plan

cmd> terraform apply --auto-approve

XXXXXXXXXXKXXXXK - === - - SNIPPED------- XXXXXXXXKXKXKXXXXXXXX
Apply complete! Resources: 2 added, 0 changed, 0 destroyed.
Outputs:

ip address = "52.13.99.15"

cmd> curl -I http://34.217.31.143

HTTP/1.1 200 OK

Date: Wed, 03 Nov 2021 14:29:54 GMT

Server: Apache/2.4.41 (Ubuntu)
Last-Modified: Wed, 03 Nov 2021 14:27:59 GMT
ETag: "2aa6-5cfe33780883b"
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Accept-Ranges: bytes
Content-Length: 10918
Vary: Accept-Encoding
Content-Type: text/html

cmd> terraform destroy --auto-approve

Hence, we are now able to access our EC2 machine and improvise the
code a little with terraform variables, data sources, and terraform output!

3.6 Iteration #3

In the second iteration, we were able to make it a little better from a coding
perspective; however, there have been a few things that were missing and
some best practices that we need to instill. The following are the issues and
suggestions that we'll need to implement:

A. We are still missing the SSH rule in the security
group, because of which, we can’t SSH into your EC2
instances.

B. The security group resource code is getting
repetitive, and a lot of the information remains
common or not much used. Hence, it’s best if there
is a way that we can abstract that information and
focus on only what is needed. The abstraction
should be such that it is reusable as well.

C. Till now, we've been using a single .tffile to add
all the functionality; however, as we keep adding
additional functionality, our code will grow, and
keeping everything in a single file will become
problematic.
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D. We need to ensure that the security groups
are always created before the EC2 instance is
instantiated because our startup script user_data.sh
won't work if the security groups are not defined.

How will we solve the preceding problems? The following are the
answers to the corresponding questions in the same alphabetical order:

A. We'll need to create a new SSH security group with
port mappings to the SSH port 22.

B. Since we are now repeating the creation of security
groups, we can modularize it. Terraform allows a
common functionality to be loaded as a module,
which is nothing but a very crude equivalent of a
function. A function takes inputs and spools out
output. We'll see how a terraform module also does
almost the same thing.

C. We'll need to segregate the code into different files
as a best practice if we need to continue to add more
functionality.

D. By using the input variables and module outputs, we
can define dependencies implicitly. In Terraform,
we can define dependencies in two ways implicitly
and explicitly:

— Using input/output variables, dependencies can be
made implicit.

— Using the depends_on keyword, we can make depen-
dencies more explicit to influence the order of execu-
tion. We'll be exploring the role of this keyword in
more detail through practical examples in upcoming
chapters.
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The new set of changes is not just code-level changes but a completely
different structure in which we’ve written the code. So let’s view the
structure that is shown here.

CLI Output 3-21. New structure for iteration #3

cmd> cd chapter3/infra/iteration3
cmd> tree -a

F— main.tf

F— modules

| L— securitygroup

| F— main.tf

| F— output.tf

| L— variables.tf
F— output.tf

F— providers.tf

F— scripts

| L— user data.sh
— terraform.auto.tfvars
L— variables.tf

3 directories, 9 files

— The variables.tf and terraform.auto.tfvars files contain
the input variables and their values.

— The output.tf contains all the output variables that need
to be seen on the CLI output.

— The provider.tf contains the provider definitions and the
dependencies information.

101



CHAPTER 3  INTRODUCTION TO TERRAFORM

— The main.tffile contains the actual implementation of
our requirements using the different resources and data

elements.

— The modules folder contains the different modules that
we've defined. Each module consists of the follow-
ing files:

— main.tf - Contains the implementation and declara-
tion of the resources that need to be created

— wvariables.tf - Contains the input variable declarations
for the variables being defined in main.tf

— output.tf - The output information that may be
needed like the id number of the resource

— The scripts folder contains the startup/user data scripts
that are needed to be executed.

3.6.1 Terraform Modules

Modules in terraform can be considered as a raw equivalent of functions
in imperative languages. We combine a set of common resource creation
functionality into one single unit for reusability. It is the only way to make
terraform reusable.

In terraform for module declaration, it is mandatory to have the
module in lieu of the resource keyword and the source, which can take
various different values like folder/directory path, GIT URL, HTTP/HTTPS
URL, or any FQDN (fully qualified domain name) syntax. Here, we are
feeding the values to the input variables.

Let’s have a closer look at the main.tffile and the files under the
module directory to understand the changes that have been made.
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Code Block 3-22. Module declarations and invocation
File: chapter3\infra\iteration3\main.tf

XXXXXXXXXXXXXXX - - - - - - SNIPPED------- XXXXXXXXXXXXXXXXXXXXX
19:

20: # HTTP Ingress Security Group Module

21: module "http sg ingress" {

22:  source = "./modules/securitygroup”
23:

24:  sg name = "http_sg ingress”

25: sg description = "Allow Port 80 from anywhere"
26:  environment = var.environment

27:  type = "ingress”

28:  from_port = 80

29:  to port = 80

30:  protocol = "tcp"

31:  cidr blocks = ["0.0.0.0/0"]

32: }

33:

34: # Generic Egress Security Group Module

35: module "generic_sg egress" {

XXXXXXXXXXXXXXX - - - - - - SNIPPED------- XXXXXXXXXXXXXXXXXXXXX
46: }

47:

48: # SSH Ingress Security Group Module

49: module "ssh sg ingress" {

XXXXXXXXXXKXXXK - === - - SNIPPED------- XXXXXXXXKXKXKXXXKXXXX
60: }

61:
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62: # AWS EC2 Resource creation

63: resource "aws_instance" "apache2 server" {
64: ami data.aws_ami.ubuntu.id

65: 1instance_type = var.instance_type

66: vpc_security group ids = [module.http sg ingress.sg id,
67: module.generic_sg egress.sg id,

68: module.ssh sg ingress.sg id]

69: key name = var.ssh key name

70:  user data = file("scripts/user_data.sh")

71:  tags = {

72: env = var.environment

73: Name = "ec2-${local.name-suffix}"
74: '}

75:

76:  depends on = [

77: module.generic_sg egress

78: ]

79: }

L21-32: Since the security group resource is going to be invoked
multiple times, we've created a module and specified the location of the
module using the source keyword on L22.

L66-68: The output of the security group modules, that is, the security
group ID, is being fed to the EC2 resource.

L69: Adding the name of the SSH key that we created in the previous
chapter from the GUI. The variable ssh_key_name holds the name of the
key, and the value is defined in the terraform.auto.tfvars file.

L76-78: Declaration of the depends_on meta-variable where we
are explicitly setting the dependency on the module.generic_sg_egress
module as we need the egress rules to be created before the server
starts up.
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Next, let’s look at the main.tffile of the security groups module, which

contains the complete implementation of security group creation.

Code Block 3-23. Module implementation code

File: chapter3\infra\iteration3\modules\securitygroup\main.tf

01:
02:
03:
04:
05:
06:
07:
08:
09:
10:
11:
12:
13:
14:
15:
16:
17:
18:

# AWS Security Group definition

resource "aws_security group

security group” {

name = var.sg_name

description = var.sg description

tags = {

"Environment"” = var.environment

# AWS Security Group Rules definition

resource "aws_security group rule

}

type

from port

to port

protocol
cidr_blocks
security group id

security group rule" {
var.type

var.from port

var.to_port

var.protocol

var.cidr blocks

aws_security group.security group.id

L02-08: In contrast to the original code for creating the security groups

that we'd seen here, we are declaring two resources instead of a single

resource. This is a terraform best practice as it helps in easy decoupling

where we are declaring the security group and the rules of that security

group separately. So here, we are first declaring the security group alone.

L11-18: We are declaring the rules for the said security group and

assigning references to the security group created on L17.
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The variables.tf and outputs.tffiles contain the input and output
variables for this module, respectively.
Let’s get to action and execute this terraform script using the following

commands.

Note Before firing the following commands, ensure you have the
key that was created in the previous chapter as we’ll be needing it to
SSH into our EC2 instance.

CLI Output 3-24. Executing code of iteration #3

cmd> export AWS_PROFILE=gitops

cmd> cd chapter3/infra/iteration3
cmd> terraform init

cmd> terraform plan

cmd> terraform apply --auto-approve

XXXXXXXXXXKXXXX - === - - SNIPPED------- XXXXXXXXKXKXXXXXXXXXX
Apply complete! Resources: 7 added, 0 changed, 0 destroyed.
Outputs:

ip address = "18.222.72.137"

cmd> curl -I http://18.222.72.137

HTTP/1.1 200 OK
Date: Mon, 08 Nov 2021 09:40:48 GMT
Server: Apache/2.4.41 (Ubuntu)

XXXXXXXXXXXXXXX - = - - - - SNIPPED------- XXXXXXXXXXKXKXXXXXXXX

cmd> chmod 600 gitops.pem
cmd> ssh -i gitops.pem ubuntu@®18.222.72.137
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The authenticity of host '18.222.72.137 (18.222.72.137)' can't
be established.

ECDSA key fingerprint is SHA256:xucxKFUDt0z+dCxJ3R+SMONCEANaosT
tGLLUV8Tlcgc.

Are you sure you want to continue connecting (yes/no/
[fingerprint])? yes

Welcome to Ubuntu 20.04.3 LTS (GNU/Linux 5.11.0-1020-
aws x86_64)

XXXXXXXXXXXXXXX - = - - - - SNIPPED------- XXXXXXXXKXKXXXXXXXXXX

3.7 Selective Destroy

There may arise situations where we do not wish to destroy the entire
infrastructure, but rather just a small part of it. For example, in our
previous example, we wish to destroy the EC2 instance that we've created
without destroying the security groups that are declared.

The best way to be able to do this is to comment out the portion we
wish to destroy and then perform terraform apply.

Note //and # are the acceptable comment characters for terraform
compilers.

Let’s run through a practical example to understand how this would
work. Open the main.tf file in the iteration3 folder and comment out the
apache2_server resource from the main.tf file and the output variable
from the output.tf file as shown here.
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Code Block 3-25. Commenting out EC2 declaration
File: chapter3\infra\iteration3\main.tf

XXXXXXXXXXXXXXX - - - - - - SNIPPED------- XXXXXXXXXXXXXXXXXXXXX
61:

62: # AWS EC2 Resource creation

63: // resource "aws_instance" "
64: // ami
65: // 1instance_type = var.instance_type

66: //  vpc_security group ids = [module.http sg ingress.sg id,
67: // module.generic_sg egress.sg id,

68: // module.ssh sg ingress.sg id]

69: // key name = var.ssh_key name

apache2_server" {

data.aws_ami.ubuntu.id

70: // user data = file("scripts/user data.sh")
71: //  tags = {

72: // env = var.environment

73: // Name = "ec2-${local.name-suffix}"
74: // }

75:

76: //  depends on = [

77: // module.generic_sg egress

78: // ]

79: // }

Code Block 3-26. Commenting out terraform output declaration
File: chapter3\infra\iteration3\output.tf

// # Output the Public IP Address

: // output "ip_address" {

//  value = aws_instance.apache2_server.public_ip
/1 }

A W N R

108



CHAPTER 3  INTRODUCTION TO TERRAFORM

Next, follow the following commands and observe that the EC2
machine will get destroyed after we run terraform apply.

CLI Output 3-27. Executing code after commenting the EC2
instance

cmd> export AWS_PROFILE=gitops
cmd> cd chapter3/infra/iteration3
cmd> terraform apply --auto-approve

XXXXXXXXXXKXXXX - === - - SNIPPED------- XXXXXXXXKXKXKXXXXXXXX

Terraform used the selected providers to generate the following
execution plan. Resource actions are indicated with the
following symbols:

- destroy
Terraform will perform the following actions:

# aws_instance.apache2 server will be destroyed
- resource "aws_instance" "apache2_ server" {
XXXXXXXXXXKXXXX - === - - SNIPPED------- XXXXXXXXKXKXKXXXXXXXX

}

Plan: 0 to add, 0 to change, 1 to destroy.

Changes to Outputs:

- ip address = "13.58.114.103" -> null
aws_instance.apache2_server: Destroying...
[id=1-03ad2902551bfd91d]
aws_instance.apache2_server: Still destroying...
[id=i-03ad2902551bfd91d, 10s elapsed]
aws_instance.apache2 server: Still destroying...
[id=1-03ad2902551bfd91d, 20s elapsed]
aws_instance.apache2_server: Still destroying...
[id=1-03ad2902551bfd91d, 30s elapsed]
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aws_instance.apache2_server: Destruction complete after 35s
Apply complete! Resources: 0 added, 0 changed, 1 destroyed.

From the preceding output, it is clearly visible that Terraform
destroyed our EC2 instance without destroying the security groups that
were associated with it.

Let’s finally destroy everything so that we don’t end up getting billed
unnecessarily.

CLI Output 3-28. Terraform destroys everything

cmd> cd chapter3/infra/iteration3
cmd> terraform destroy --auto-approve

3.7.1 Terraform Destroy Protection

Destroying a terraform resource is a one-way street; there is absolutely
nothing one can do once it is destroyed other than spinning it up again.
That generally is not a problem for immutable resources like EC2 servers
or docker containers; in fact, they are designed to be flexible in all
scenarios, even accidental deletion.

However, certain mutable resources like a Database server must be
protected from accidental deletion. There are multiple ways possible
to do this using AWS CLI and the GUI console, but how can this be done
using terraform?

The answer is by using the life cycle meta-argument as shown in the
following, L80-82.

Note This code is not available in the repository; it is only for
demonstration purposes here.
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Code Block 3-29. Terraform prevent destroy life cyle

meta-argument

63:
64:
65:
66:
67:
68:
69:
70:
71:
72:
73:
74:
75:
76:
77:
78:
79:
80:
81:
82:
83:
84:

resource "aws_instance

apache2_server" {
ami = data.aws_ami.ubuntu.id
instance _type = var.instance_type
vpc_security group ids = [module.http_sg ingress.sg id,
module.generic_sg egress.sg id,
module.ssh_sg ingress.sg id]
key name = var.ssh_key name
user data = file("scripts/user data.sh")
tags = {
env = var.environment
Name = "ec2-%${local.name-suffix}"

depends on = [
module.generic_sg egress

]

lifecycle {
prevent_destroy = true

}

Here, when we do terraform destroy, terraform refuses to destroy

our EC2 instance because of the life cycle meta-argument as shown in the

following output.
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CLI Output 3-30. Deletion protection terraform apply
cmd> terraform destroy --auto-approve

XXXXXXXXXXXXXXX - - - - - - SNIPPED------- XXXXXXXXXXXXXXXXXXXXX

Error: Instance cannot be destroyed

on main.tf line 63:

63: resource "aws_instance" "apache2 server" {

|

| Resource aws_instance.apache2 server has lifecycle.prevent_
destroy set, but the plan calls for this resource to be
destroyed. To avoid this error and continue with the

| plan, either disable lifecycle.prevent destroy or reduce the
scope of the plan using the -target flag.

To delete the resource, we’'ll need to flip the boolean from true to false:
prevent_destroy = false.
Hence, in this manner, accidental deletions can be avoided.

3.8 Terraform Drift

Drift means moving away from the normal state, which very well resonates
with the concept of terraform drift. When we hit apply, we are moving

our desired state defined in *.tf files to current state stored in *.tfstate

file. Anything that is managed and defined in *.tf files can be managed

by terraform, but what about changes that are happening to resources
outside of terraform on the resources that are created using terraform? For
example, if we have an EC2 instance with security groups created using
terraform and we edit one of the security groups to add one more rule from
GUI How would terraform behave in this scenario?
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Terraform will attempt to reconcile with the state that is currently
stored in the .tfstate file and the actual configuration that is created in
the cloud.

Let’s take a practical example to understand how exactly Terraform will
do this reconciliation.

For this, we’ll need access to the AWS GUI, and we’ll also need to spin
up the EC2 machine using the iteration #3 code.

Let’s first spin up our EC2 machine using terraform by executing the
following commands.

CLI Output 3-31. Executing terraform for iteration #3

cmd> export AWS_PROFILE=gitops
cmd> cd chapter3/infra/iteration3
cmd> terraform apply --auto-approve

Now let’s head to our AWS GUI console and search and navigate to the
Security Groups section as shown here.
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Q, security groups

Search resu

Services
Featu
Blogs ®

curity and compliance center

Documentation (110,627)
Knowledge Articles (30)
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Marketplace (491)

rs in the Cloud

Figure 3-2. Accessing Security Groups in AWS GUI

In this section, we can see all the rules that were created by terraform.
We now need to edit the http group.

1. Select the http_sg_ingress rule.

2. Click on the Actions tab and then click Edit
inbound rules.
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Figure 3-3. Editing Security Groups from AWS GUI

In the edit screen:

1. Click Add rule.

2. Select Custom TCP and enter the port number as

8080 and CIDR as 0.0.0.0/0.

3. Click Save rules.

EC2 Security Groups

Edit inbound rules i«

Inbound rules e

sg-09cAaBa53d5dagdic - http_sg_ingress

Edit Inbound rules

Inbound rules control the incoming traffic that's allowed to reach the instance.

Security group rule 1D Type infa Protocol  Portrange  Source info Description - optional
Info Info nfo

sgr HTTP v Custom v Q Del

05b22197d53816087 o
0.0.00/0 X

) 5

Custom TCP L 8080 Amywh... * Del

ete
0.0.00/0 X

N

Add rule

Preview changes

of

Figure 3-4. Adding port 8080 as an additional security group rule

Let’s confirm that our rule has been added by viewing the screen here.
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Figure 3-5. Rule edition confirmation

This addition was done manually from the GUI. Let’s head back to our
terminal and now execute terraform plan as shown here.

CLI Output 3-32. Terraform plan for reconciliation with changes
made in AWS GUI

cmd> terraform plan
XXXXXXXXKXKXXXXK - === - - SNIPPED------- XXXXXXXXKXKXXXXXXXXXX
Note: Objects have changed outside of Terraform

Terraform detected the following changes made outside of
Terraform since the last "terraform apply":

# module.generic_sg egress.aws_security group rule.security
group_rule has been changed
~ resource "aws_security group rule" "security group rule" {
id "sgrule-1495426135"
+ ipv6_cidr_blocks []
+ prefix list ids []
# (7 unchanged attributes hidden)
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# module.http_sg ingress.aws_security group.security group
has been changed

~ resource "aws_security group" "security group" {

id = "sg-064becd5995aaelbb"
~ ingress = [
+{
+ cidr blocks = [
+ "0.0.0.0/0",
]
+ description = "
+ from port = 8080
+ ipv6_cidr blocks = []
+ prefix list ids =[]
+ protocol = "tcp”
+ security groups =[]
+ self = false
+ to port = 8080
b
+{

1]
—

+ cidr blocks
+ "0.0.0.0/0",

]

+ description ="
+ from_port = 80
+ ipv6_cidr blocks = []
+ prefix list ids = []
+ protocol = "tcp"
+ security groups = []
+ self = false
+ to_port = 80
}J
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name = "http_sg_ingress"
tags = {
"Environment" = "dev"
}
# (7 unchanged attributes hidden)
}
XXXXXXXXXXXXXXX - - - - - - SNIPPED------- XXXXXXXXKXXXXXXXXXXXX

Terraform detected that a new rule has been added with port 8080, and
hence, it provided a plan to reconcile those changes. Before we reconcile,
let’s check if the current terraform.tfstate file contains the changes that
we’ve made.

CLI Output 3-33. Terraform shows command grepping for
port 8080.

cmd> terraform show | grep 8080

As can be seen, the preceding output is empty, which means that
our current state doesn’t have the new security group whereas terraform
detected some changes that we performed manually from the AWS GUL
Let’s run terraform apply to reconcile the changes, and if we execute
terraform show and grep for port 8080, we can see that the state has been
reconciled.

CLI Output 3-34. Reconciliation with terraform apply

cmd> terraform apply --auto-approve

cmd> terraform show | grep 8080
from port = 8080
to port 8080

cmd> terraform destroy --auto-approve
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Tip driftctl is an excellent tool that detects, tracks, and alerts on
infrastructure drifts (https://driftctl.com/).

AWS Config is also a very good service provided by AWS to monitor,

detect, and alert on cloud infrastructure changes (https://aws.amazon.
com/config).

3.9 Clean-Up

Just to ensure that we don’t end up getting billed unnecessarily, execute

the following commands to confirm that we've deleted all the resources.

CLI Output 3-35. Terraform destroy commands for complete

clean-up

cmd>

cmd>
cmd>

cmd>
cmd>

cmd>
cmd>

export AWS PROFILE=gitops

cd chapter3/infra/iteration1
terraform destroy --auto-approve

cd chapter3/infra/iteration2
terraform destroy --auto-approve

cd chapter3/infra/iteration3
terraform destroy --auto-approve

It is also highly recommended that you visit the EC2 console on
the AWS GUI and double-check if everything is deleted. The Instances
(running) field should show 0.
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Resources EC2 Global view [4 || c | @ |

You are using the following Amazon EC2 resources in the US East (Ohio) Region:

[Insrarcs-s (running) DJ Dedicated Hosts i}
Elastic IPs 0 Instances 3
Key pairs 1 Load balancers ]
Placement groups 0 Security groups 2
Snapshots 0 Volumes (1]

Figure 3-6. EC2 instance dashboard screen showing zero running
instances

Note Always double-check the region; we’ve been following
us-east-2 in this chapter.

3.10 Terraform Commands Reference

Listing some terraform commands for reference
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Table 3-1. Terraform Commands Reference

Command Description

terraform init Initializes the terraform code by downloading the dependencies

terraform plan Shows the details about the CRUD (create, read, update,
and delete) operations that will be performed on the cloud
infrastructure. Uses the -out filename.tfplan flag to output the
plan into a file

terraform apply  Accepts and applies the changes that were discussed in the
earlier stage that perform all the CRUD operations. Uses the
--auto-approve flag to automate

terraform destroy Destroys all the resources that were defined. Uses the --auto-
approve flag to automate

terraform fmt Formats the terraform code by applying the rules to all the .f

terraform validate

terraform show

files under the root directory. Uses the -recursive flag to apply
to all .tffiles in the subdirectories

Validates the terraform configuration files

Shows the contents of the .tfstate file in a more readable
manner

3.11 Conclusion

In this chapter, we learned how to create an EC2 server hosting an SSH

and an HTTP service on AWS cloud using Terraform and also learned its

nuances in the process. Terraform is a declarative syntax language, and it

is slightly difficult to formulate our ideas especially when we come from

a background coding in Java, Python, etc. Hence, we learned what are the

best ways to organize our program and the different syntaxes like the
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meta-arguments, output variables, modules, and so on. We also learned
how to manipulate the terraform state by selectively destroying resources
and reconcile the state in case of a drift with the actual deployed
configuration.

In the next chapter, we'll look at how the terraform state can be
managed remotely rather than storing it locally as local creation inhibits
collaboration and is extremely risky.
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Introduction to
Terraform Cloud and
Workspaces

In the previous chapter, we were introduced to Terraform using a simple
example of spinning up an EC2 machine on AWS. We also learned about
a few best practices of writing a Terraform code through three different
iterations. However, what we learned in the previous chapter was suitable
for individual testing and development as the terraform state that stores
all the information about the cloud infrastructure that has been set up is
stored locally in the developer’s machine.

Terraform state, as we’ll learn in more detail, is an extremely sensitive
and critical file, and it is certainly not advisable to have it stored in the
local machine. Hence, in this chapter, we’ll explore how we can store the
terraform state in Terraform Cloud, which is an offering by the creators
of terraform. In Terraform Cloud, it is more readily accessible, and we
can very well avoid the trauma of accidental deletion/modification so as
to protect the integrity of the whole Infrastructure-as-Code operation.
We'll also look at how we can deploy the same terraform code in multiple
environments with minimal tweaking.
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4.1 Prerequisites

In addition to the previous chapters, the following is the prerequisite for
this chapter:

— Terraform Cloud account - For remote management of
the terraform state. Please sign up and create a free
account.

— https://app.terraform.io/signup/account

4.2 Terraform State Management

When you hit terraform apply, terraform creates/updates/deletes your
infrastructure in the cloud in conformance with the instructions that are
provided. Once the apply operation is completed, it also creates a file
called terraform.tfstate detailing all the information about the resources
that currently exist in your infrastructure. A different way to put it,
terraform.tfstate reflects the implementation of the desired state of your
cloud infrastructure. It’s a huge JSON file that we've seen in the previous
chapters and is one of the most important files in the entire terraform
operation process. This file is always created in the root folder where
terraform apply has been executed.

The file must follow the CIA triad of security, that is, confidentiality,
integrity, and availability.

o Confidentiality - The terraform state file is a clear-
text JSON file and hence should be kept in a location
where access is limited to a few people. Any secret if
embedded in the terraform file will also be shown in
clear text here.
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o Integrity - Don’t ever try to modify the state file by hand
as it contains details about your cloud infrastructure.
Hence, only the terraform binary must be allowed to
edit it.

e Availability - Terraform while executing plan, apply,
and destroy needs to be able to read that file; hence, it
should be made available to the terraform binary.

Terraform binary while operating on the terraform.tfstate file locks it
when in use. During this time, it doesn’t allow anyone to view/edit or even
delete the file. This is Terraform’s way to manage the CIA of the tfstate file
on your local machine as illustrated in the following diagram.

&) AWS Cloud

N
Ramm s

terraform apply

- wm e es G es am wm e em G wm Gm Gm s s e wm m wm w wm e wm e e

Figure 4-1. Terraform state when saved locally
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By now, you must’ve realized why we should not operate terraform
from our local machines when spinning up cloud infrastructure especially
for production environments. Let’s elaborate some of the reasons why:

— Managing the tfstate file locally makes it less collabora-
tive. If you're working in a team, then you'd have to
manually share the tfstate file, which is not scalable.

— Storing the state in the local machine can certainly make
it susceptible to accidental deletions and modifications,
dismantling the CIA triad.

— In case of a multi-environment setup, we need to main-
tain multiple state files locally, which makes it extremely
difficult to manage.

Hence, we need to keep the state file in a location
— Which is accessible to authorized individuals
—  Where the complete CIA triad is maintained

— Where locking of the file should be possible to avoid
multiple people pushing different changes

—  Where multi-environment setup would be easy and
maintainable

4.3 Introduction to Terraform Cloud

I personally don’t believe in silver bullet theories, but for the requirements
discussed previously for terraform state management, Terraform Cloud is
indeed a silver bullet addressing them.
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Note Prior to 2019, developers would store terraform state in cloud
storage solutions like S3 buckets in AWS, Cloud Storage in GCP, and
so on. This practice is still prevalent even today as it helps in solving
the preceding problems; however, we are exploring Terraform Cloud
to access various other features like APl automation and VCS linking,
which we’ll explore in the upcoming chapters.

By configuring your local terraform workspace with Terraform Cloud,
all operations like plan, apply, destroy, etc., are now delegated completely
to Terraform Cloud. Your state as well gets stored securely in Terraform
Cloud as illustrated here.

Terraform Cloud AWS Cloud

{}

Terraform State
A A

1Local System

N
H!

terraform apply

e T L

Figure 4-2. Terraform state stored in Terraform Cloud

127



CHAPTER 4  INTRODUCTION TO TERRAFORM CLOUD AND WORKSPACES

In Terraform Cloud, in order to store the state, we need to make
workspaces, which help in logically segregating all aspects of terraform
operation. We can define workspaces for specific environments like
staging, prod, etc., and also assign specific configurations for these
environments. Hence, workspaces make it extremely easy to seamlessly
create separate environments by leveraging the same code base.

4.4 Terraform Cloud - Getting Started
4.4.1 Creating a Workspace

Once you've signed up for a free Terraform Cloud account and logged in,
you should be able to see a screen as shown here. We need to click on Start
from scratch.

Welcome to Terraform Cloud!

Choose your setup workflow

(2] Try an example configuration  Recommeended for OS5 wsers

Start with & biank slate. Best for users who are already familiar with Terraform Cloud. 3

Figure 4-3. Terraform start from scratch screen
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Note Terraform Cloud Ul is constantly changing. The screenshots
you’ll see are as of May 11, 2022.

In Terraform Cloud, the first thing that we need to create is an
Organization, so enter a suitable organization name and your email
address and then click Create Organization as shown here.

Note Here, possibly, you'll need to create a unique name for your
organization as practicalgitops may not work.

(==

mple practicalgitops/wm-prod
Ernail address
rohitsabacha.com

The organization email is used for sny future notifications. such as billing alerts. and the organization avatar, via gravatar.cc

Create organization \

Figure 4-4. Create Organization screen

On the next screen, it'll redirect you to select from the three options:

e Version control workflow - Execute terraform directly
from GitHub. Terraform Cloud installs the terraform
application in the repository that we wish to connect.

Triggers are executed whenever there is a git push.
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e CLI-driven workflow - Execute terraform from your
CLI. Connect the CLI terraform binary with terraform
cloud. Manual commands need to be fired as a trigger.

e API-driven workflow - Execute terraform using
Terraform API. Supply the terraform cloud token and
access the terraform cloud environment. Triggers can

be customized to a very high degree.

One common functionality in all the preceding options is that the
terraform state is stored in the Terraform Cloud application.

In this chapter, we’ll do a deep dive into the CLI-driven workflow, and
in Chapter 5, we'll look at the other two options.

i apptemafc

"W  podiclgiops v Workspaces  Registry  Settings  MashiCosp Cloud Platiorm &2

aractcalpiops | Werkspaces [/ isw Werkizace

Create a new Workspace

o Chesse Type
Choose your workflow

] version control workflow  Mest comman

[i=] Cu-driven workfiow

/ Trigger remcte Terraform runs from your local command line: <
- Lewr Were B

X APi-driven workflow

achvanced option. integrate Teratorm 1o 3 larger pipsing using the Terraform AP

Lewn More B

Figure 4-5. Selecting CLI-driven workflow
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On the next screen, add the workspace name as dev with a suitable

description and then click Create workspace.

Workspaces  Registry  Settings  HashiCorp Cowd Platform

practicalgitons | Workspaces [ Mew Workspace

Create a new Workspace

MName Workspace

Desenption
Cpticnsl

&) chocse Type ) configurs settings

development workspace only

Figure 4-6. Creating a workspace called dev

4.4.2 Configure Workspace

We've got the workspace created but not completely configured; hence,

let’s click Settings » General as shown here.
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dev

dev

Overview Runs States Variables Settings v /

Waiting for configurat

Locking
This workspace currently has no Ter o sted with it. Terraform Cloud is waiting for
Notifications
CLI-driven runs
Run Triggers
1. Ensure you are properly authen running terraform login on the commy
2. Add a code block to your Terraj SSH Key | the remote backend B5. You can add this

you run Terraform.

Version Control
Example code

terraform { Destruction and Deletion
backend “remote” {
organization = “"practicalgitops”™

workspaces {
name = "dev”
}
}
+

Figure 4-7. Access workspace settings

Here, we just need to change one setting as shown in the following.
However, in the next chapter, we'll need to add an additional setting of the
“Terraform Working Directory.”

— Lock the Terraform version to 1.0.0

Click Save settings.
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@ app.terraform.io/app/pr

1.0.0 hd

The version of Terraform to use for this workspace. Upon creati
changed manually. It will not upgrade automatically.

Terraform Working Directory

The directory that Terraform will execute within. This defaults td
environment when multiple environments exist within the samd

Remote state sharing

Choose whether this workspace should share state with the ent
terraform_remote_state data source relies on state sharin

Share state globally
This workspace will only share state with a list of specifig

Search for workspaces to share with

Share with selected workspaces:

Select workspaces to share with

User Interface

@ Structured Run QOutput

Enable the advanced run user interface. This is fully suppord
older than 0.15.2 will see the classic experience regardless

() Console Ul

Use traditional console-based run logs.

e

Figure 4-8. Modifying Terraform version
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4.4.3 Workspace Variables

Next, click on the Variables tab on the left side of Settings or simply
browse to https://app.terratorm.io/app/<organisation-name>/
workspaces/<workspace-name>/variables.
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@ app.terraform.io/app/practicalgitops/workspaces/dev/variables

dev |
o)

Overview Runs States Variables Settings Vv

Variables

Terraform uses all Terraform (2 and Environment [ variables for all plar]
configuration. You may want to use theTerraform Cloud Provider or the

Sensitive variables

Sensitive [4 variables are never shown in the Ul or API, and can’t be edi

Workspace variables (0)

Variables defined within a workspace always overwrite variables from v3
Key Value

There are no variables added.

52

Figure 4-9. Accessing the Terraform Variables section

-+ Add variable
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Here, we need to add four variables: two environment variables and
two terraform variables.

— Environment variables
— AWS Access Key ID: AWS_ACCESS_KEY_ID
— AWS Secret Access Key: AWS_SECRET_ACCESS_KEY

‘Workspace variables (0)

bies clefined within a worksnace akways ovenweils variatles from variable sets that have the same type and the same oy Lea

i Eategas
Select variable category

Torvafcans waslable & Enviconment varlable

These variaties shoukd match the declarations in your configuration. Click the MCL box 10-use These vanables are avalable in the Tematorm runtime smircament

irtespolation of wet 4 non-irig vakee

Figure 4-10. Configuring AWS environment variables
— Terraform variables
— AWS Region: region: us-east-2
— Environment: environment: dev
Sebect varisble category
[ ) fatwe
regen JL»:-H:!-E ] HL @ Senaltive ©
: Variable Description
N -

Figure 4-11. Configuring terraform variables

Your Variables page should have the following details.
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Workspace variables (4)

ofirieed withi 3 weekspuics abays Svenweite variables from variable sets Bhat ave the same type and e same by, Laarn mone sbout variabie set precedence &
e Categery
AWS_ACCESS KEY D sisesitna Seritive - i e
AWS_SECRET ACCESS KEY sowamivi

region useeast:d tesnalorm

arvienmint v eraleem

+ Add variable

Figure 4-12. Terraform Cloud all variables configured

Environment variables are utilized by Terraform for configuring the
environment in which terraform needs to be run. For example, we've
provided the AWS Access Keys as an environment variable to set up the
AWS environment just the way we used the AWS_PROFILE variable in the
previous chapters.

Terraform variables consist of data that terraform requires for its
execution and can be configured in the workspace.

4.4.4 Terraform Login

Next, we need to move our focus on the terminal to fire a very important
command. So yank up your terminal window where Terraform is installed

and execute the command terraform login and follow these steps:
1. Execute the command terraform login.

2. It'll ask for your permission to store the token in a
file called credentials.tfrc.json.

3. Once you enter “Yes, it'll open your browser
and navigate to the following link: https://app.
terraform.io/app/settings/tokens?source=terr
aform-login
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asking for your permission to create an API token. Provide any name to the
token and click Create API token.

# appiteratormic,

Create AP| token

Figure 4-13. Create API token screen

4. Copy the generated token.
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Create API token

Figure 4-14. Copying the generated token

5. Paste it in the command line where the cursor is
waiting for your input.
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- infra terraform login
Terraform will request an API token for app.terraform.io using your browser.

If login is successful, Terraform will store the token in plain text in
the following file for use by subsequent commands:
/home fubuntu/.terraform.d/credentials.tfrc. json

Do you want to proceed?
only 'yes' will be accepted to confirm.

Enter a value: yes

Terraform must now open a web browser to the tokens page for app.terraform.io.

If a browser does not open this automatically, open the follewing URL to proceed:
https://app.terraform.io/app/settings/tokens?source=terraform-login

Generate a token using your browser, and copy-paste it inte this prompt.

Terraform will store the token in plain text in the following file

for use by subsequent commands:
/home/ubuntu/.terraform.d/credentials.tfrc.json

Token for app.terraform.io:

Enter a value:

Retrieved token for user practicalgitops

Figure 4-15. Pasting the Terraform API token

We've now successfully connected our CLI with Terraform Cloud!

Note This is a very sensitive operation; hence, you need to ensure
that access to this file is limited. This is needed only for this
chapter; you can then discard the value by deleting this file.

4.4.5 Running Terraform in Terraform Cloud

Now let’s execute the code that we developed in the third iteration in the
previous chapter not locally but on Terraform Cloud!
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However, before we jump into the execution part, there is a small
change that needs to be explained. We've added three new files: backend.
tf, dev.hcl, and prod.hcl.

CLI Output 4-1. Chapter4 directory structure

cmd>cd chapter4/infra
cmd> tree -a

— backend.tf

F— dev.hcl

F— main.tf

F— modules

| L— securitygroup

| F— main.tf

| F— output.tf

| L— variables.tf
F— output.tf

— prod.hcl

F— providers.tf

F— scripts

| L— user data.sh
— terraform.auto.tfvars
L— variables.tf

3 directories, 12 files

The backend.tf file informs terraform that the state needs to be
stored remotely and the exact location of the states is provided in the dev.
hcl and prod.hcl files for the development and production workspaces,
respectively.
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Code Block 4-2. backend.tf file
File: chapter4/infra/backend.tf

1: terraform {
2: backend "remote" {}

3: }
Code Block 4-3. dev.hcl file

File: chapter4/infra/dev.hcl

1: workspaces { name = "dev" }
2: hostname = "app.terratorm.io"
3: organization = "practicalgitops”

Through this new configuration file, we are basically telling terraform
to store the terraform.tfstate file in the dev workspace that was created
in the practicalgitops organization earlier through the GUI on app.
terraform.io.

Let’s now run our Terraform commands.

Code Block 4-4. Running terraform init

cmd> cd chapter4/infra
cmd> terraform init -backend-config=dev.hcl

Initializing modules...

- generic_sg egress in modules/securitygroup
- http_sg ingress in modules/securitygroup

- ssh_sg ingress in modules/securitygroup

Initializing the backend...

Successfully configured the backend "remote"! Terraform will
automatically
use this backend unless the backend configuration changes.
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XXXXXXXXXXXXXXX - = - - - - SNIPPED------- XXXXXXXXKXKXXXXXXXXXX

There are three interesting things to note here:

1. The terraform init command takes an additional
argument (-backend-config=dev.hcl) specifying the
details about the remote backend configuration.

2. Everything is now being initialized in Terraform
Cloud, and the state file will also be stored there as is
evident from the message Successfully configured
the backend “remote”.

3. Last but most importantly, we are no longer
specifying the AWS Profile credentials! The
command to export the AWS_PROFILE variable
is not needed anymore because terraform will be
utilizing the AWS Credentials stored as environment
variables in Terraform Cloud! Hence, we can get
rid of the AWS credentials from our local machines!
This is happening because of terraform login.

Let’s view the output for terraform plan as shown here.

Code Block 4-5. Running terraform plan
cmd> terraform plan

Running plan in the remote backend. Output will stream here.
Pressing Ctrl-C

will stop streaming the logs, but will not stop the plan
running remotely.

Preparing the remote plan...
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The remote workspace is configured to work with
configuration at
dev relative to the target repository.

Terraform will upload the contents of the following directory,
excluding files or directories as defined by a
.terraformignore file
at /chapters/infra/.terraformignore (if it is present),
in order to capture the filesystem context the remote workspace
expects:

/chapter4/infra

To view this run in a browser, visit:
https://app.terraform.io/app/practicalgitops/dev/runs/run-
a3abRtaP35qttEw]

XXXXXXXXXXKXXXX - === - - SNIPPED------- XXXXXXXXKXKXKXXXKXXXX

Let’s understand what exactly is happening here.

1. Terraform will bundle our entire working directory
that is everything under the dev directory into
Terraform Cloud, and hence, it is asking to
add .gitignore equivalent .terraformignore
in case we wish to avoid leakage of sensitive or
unnecessary data.

2. Next, once the code is uploaded, it’ll execute
terraform plan in the cloud and stream the logs
here. We can alternatively also view the live logs
in the link provided: https://app.terraform.
io/app/practicalgitops/dev/runs/run-
a3a6bRtaP35qttEw]j (ensure your authenticated).
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Note You would be having a slightly different link depending on
the organization and workspace name. Also, each run has a globally
unique number.

So let’s open the link and view what it looks like. Terraform Cloud is
spooling the exact same information as we saw in the CLI but in a much
prettier interface.

BT Triggered via CLI

Figure 4-16. Terraform plan output on Terraform Cloud

Next, let’s execute terraform apply and see what happens.

CLI Output 4-6. Running terraform apply
cmd> terraform apply

Running apply in the remote backend. Output will stream here.
Pressing Ctrl-C
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will cancel the remote apply if it's still pending. If the
apply started it
will stop streaming the logs, but will not stop the apply
running remotely.

Preparing the remote apply...

The remote workspace is configured to work with
configuration at
dev relative to the target repository.
Terraform will upload the contents of the following directory,
excluding files or directories as defined by a
.terraformignore file
at /chapter4/infra/.terraformignore (if it is present),
in order to capture the filesystem context the remote workspace
expects:
/chapter4/infra

To view this run in a browser, visit:
https://app.terraform.io/app/practicalgitops/dev/runs/run-
XPKVvP68Xka4pEB33

XXXXXXXXXXXXXXX - - - - - - SNIPPED------- XXXXXXXXKXXXXXXXXXXXX

The terraform apply command also spools out an almost identical
output on the CLL; however, if we open the browser link https://app.
terraform.io/app/practicalgitops/dev/runs/run-XPKVvP68Xk4pEB33
(ensure your authenticated), it looks a bit different.
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8 app.terraform.io/app/practicalgitc

Triggered via CLI

practicalgitops triggered 2 run from CU 4 minutes ago

@ Plan finished 3 minutes ago

Started 3 minutes ag Finished 3 ¢

@ Apply pending

\Nccds Confirmation: Check the plan and confirm to apply it
Confirm & Apply A

Figure 4-17. Output of terraform apply on Terraform Cloud

What's happening here is that Terraform is awaiting our approval on
the GUI, that is, on the browser to confirm and apply the plan. Earlier
we were getting a cursor on the CLI (which we do get now as well, but
it is recommended to apply from cloud); however, here, it is asking for
approval on the Terraform Cloud portal.

So let’s go ahead and click Confirm & Apply and see what happens.
When you hit the Confirm & Apply button, it'll ask for a comment; just add
any appropriate comment and click Confirm Plan as shown here.
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Confirm & Apply: Add a comment to explain this action.

Figure 4-18. Comment before applying

We can see that the plan is being applied as shown here.
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& app.terraform.io/app/pra

practicalgitops triggerad a run from CLI 4 minutes ago

@ Plan finished 7 minutes 30

after 23 [idesg-067343b4dF4c1d8b5]
after 25 [ldesg-0b8dddlea?2cfesss]

urity_group_rule
ecurity_group_r

sg_ingress.ames_security_growp_rule.security_group_rule: Creation complete after 0s [idesgrule-
2g_ingress.mws_securlty group_rule.security group rule: Creation cosplete after 93 [id=sgrule-111
nes_irstance. apache_server: 5till creating... [10s elapsed]
mes_instance. apache?_server: Creation complete after 165 [1dsi-c2dbes7cBd03329¢]

ip_adéress » *3.16.186.193°

practicalgitops in a few seconds
test

Run confirmed

Cancelable: You can cancel this run io siop it from executing

Cancel Run Add Comment

Figure 4-19. Output of terraform apply on Terraform Cloud

Once the plan is applied successfully, navigate to the Overview tab and
you should be able to see a very nicely formatted output of everything that
has been created in this plan as shown here.
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C & appteraformio

Resources [ Outputs 1 Current as of the mast recent state versio
A FROVIDER TYRE MoDULE UPDATED

sun dataaws_ami reet Neowv 11 2021
apache2_server nashicorp/aws aws_instance oot Newv 11 2021
security_group hashicorp/aws aws_security... generic_sg_egress Meov 11 2021
security_group_rule hashicorp/aws aws_security. genenc_sg_egress Newv 11 2021
security_group rashicorp/aws BWS_SRCUnity... hittp_sg_ingress Newv 11 2021
security_group_rule hashicorp/aws WS _SECurity... http_sg_ingress Nov 11 2021
security_group hashicorp/aws aws_secunity.. ssh_sg_ingress Nev 11 2021
security_group_rule nashicorp/aws aws_secunity... sth_sg_ingress New 11 2021

Figure 4-20. Terraform Apply Overview showing all
resources created

It also provides the details of the Output in the tab next to the
Resources tab as shown here.

C & appterraform.io

Resources 8 Outputs n
NAME | TYPE VALUE
ip_address string *3.16.186.193"

Figure 4-21. Terraform Output field value on Terraform Cloud
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Interestingly, the same output is also streamed in our CLI as
shown here.

Do you want to perform these actions in workspace "dev®?

Terraform will perform the actions described above.

only 'yes' will be accepted to approve.

Enter a value: approved using the UI or API
module.generic_sg_egress.aws_security_group.security_group: Creating...
module.ssh_sg_ingress.aws_security_group.security_group: Creating...
module.http_sg_ingress.aws_security_group.security_group: Creating...
module.generic_sg_egress.aws_security_group.security_group: Creation complete after 2s [id=sg-83c9b57d15ca8dfdle]
module.generic_sg_egress.aws_security_group_rule.security_group_rule: Creating...
module.http_sg_ingress.aws_security_group.security_group: Creation complete after 2s [id=sg-8673u3budfucldsbé)
module.ssh_sg_ingress.aws_security_group.security_group: Creation complete after 2s [id=sg-8b8dddlea72cf665b]
module.http_sg_ingress.aws_security_group_rule.security_group_rule: Creating...
module.ssh_sg_ingress.aws_security_group_rule.security_group_rule: Creating...
module.generic_sg_egress.aws_security_group_rule.security_group_rule: Creation complete after 8s [id=sgrule-59872629]
aws_instance.apache2_server: Creating...
module.http_sg_ingress.aws_security_group_rule.security_group_rule: Creation complete after 8s [id=sgrule-1268645963]
module.ssh_sg_ingress.aws_security_group_rule.security_group_rule: Creation complete after 8s [id=sgrule-1118759620]
ams_instance.apache2_server: Still creating... [18s elapsed]
ams_instance.apache2_server: Creation complete after 16s [id=i-ec2dues7c8de3zzge]
Apply complete! Resources: 7 added, @ changed, 8 destroyed.

Outputs:

ip_address = "3.16.186.193"

Figure 4-22. Terraform Cloud output streamed on CLI

Great! So we are executing Terraform commands from the CLI, and all
operation is happening on Terraform Cloud! Now, we can share this same
source code with other team members. They can then make changes to the
terraform code and deploy them from their machine, and the terraform
state remains shar